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Abstract

Facial expression recognition (FER) has received in-
creasing interest in computer vision. We propose the Trans-
FER model which can learn rich relation-aware local rep-
resentations. It mainly consists of three components: Multi-
Attention Dropping (MAD), ViT-FER, and Multi-head Self-
Attention Dropping (MSAD). First, local patches play an
important role in distinguishing various expressions, how-
ever, few existing works can locate discriminative and di-
verse local patches. This can cause serious problems when
some patches are invisible due to pose variations or view-
point changes. To address this issue, the MAD is proposed
to randomly drop an attention map. Consequently, models
are pushed to explore diverse local patches adaptively. Sec-
ond, to build rich relations between different local patches,
the Vision Transformers (ViT) are used in FER, called ViT-
FER. Since the global scope is used to reinforce each local
patch, a better representation is obtained to boost the FER
performance. Thirdly, the multi-head self-attention allows
ViT to jointly attend to features from different information
subspaces at different positions. Given no explicit guid-
ance, however, multiple self-attentions may extract similar
relations. To address this, the MSAD is proposed to ran-
domly drop one self-attention module. As a result, mod-
els are forced to learn rich relations among diverse local
patches. Our proposed TransFER model outperforms the
state-of-the-art methods on several FER benchmarks, show-
ing its effectiveness and usefulness.

*The first two authors contributed equally. This work was done when
Fanglei Xue and Qiangchang Wang were interns at IDL, Baidu Research.
Corresponding author

Figure 1. Attention visualizations [5] on two example images: Sur-
prise (Row 1) and Anger (Row 2). Column 1: Original images.
Column 2: Attention visualizations of our ViT-FER model. Col-
umn 3: Attention visualization of our TransFER model.

1. Introduction

In the past several decades, facial expression recognition
(FER) has received increasing interest in the computer vi-
sion research community, as it is important to make comput-
ers understand human emotions and interact with humans.

Despite it had obtained excellent performance recently,
FER is still a challenging task mainly due to two reasons:
1) Large inter-class similarities. Expressions from differ-
ent classes may only exhibit some minor differences. As
illustrated in Fig. 1, Surprise (Row 1) and Anger (Row 2)
share a similar mouth. Critical clues to distinguish them lie
in both eyes and areas between eyes; 2) Small intra-class
similarities. Expressions belonging to the same class may
have dramatically different appearances, varying with races,
genders, ages to cultural backgrounds.

Existing works can be divided into two categories:
global-based and local-based approaches. For the former,
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many loss functions are proposed to enhance the represen-
tational ability of features [18, 11]. However, since these
methods take global facial images as the input, they may ne-
glect some critical facial regions which would play an im-
portant role in distinguishing different expression classes.
To overcome this issue, many local-based methods are pro-
posed to learn discriminative features from different fa-
cial parts which can be divided into two sub-categories:
landmark-based and attention-based approaches. [30, 15,

] extracted features on facial parts which are cropped
around landmarks. However, there are several issues: 1)
Pre-defined facial crops may not be flexible to describe lo-
cal details which may vary from different images. This is
because important facial parts may appear at different loca-
tions, especially for faces with pose variations or viewpoint
changes; 2) Facial landmark detection may be inaccurate or
even fail for faces which are affected by various challeng-
ing factors, such as strong illumination changes, large pose
variations, and heavy occlusions. Therefore, it is necessary
to capture important facial parts and suppress useless ones.

To achieve the aforementioned goal, [19, 28] applied at-
tention mechanisms. However, they may have redundant re-
sponses around similar facial parts, while neglecting other
potentially discriminative parts which would play an impor-
tant role in FER. This issue is especially serious for faces
with occlusions or large pose variations where some facial
parts are invisible. Therefore, diverse local representations
should be extracted to classify different expressions. Con-
sequently, more diverse local patches can contribute even
when some patches are invisible. Meanwhile, different local
patches can be complementary to each other. For example,
as illustrated in Fig. 1, it is difficult to distinguish between
surprise (Row 1) and anger (Row 2) based on the mouth
areas only (Column 2). Our TransFER model explores di-
verse relation-aware facial parts, like eyes (Column 3, Row
1) and areas between the brows (Column 3, Row 2), which
help distinguish these different expressions. Thus, the rela-
tions among different local patches should be explored in a
global scope, highlighting important patches and suppress-
ing the useless.

To achieve the above two goals, we propose the Trans-
FER model to learn diverse relation-aware local representa-
tions for FER. First, the Multi-Attention Dropping (MAD)
is proposed to randomly drop an attention map. In such
a way, models are pushed to explore comprehensive local
patches except for the most discriminative ones, focusing
on diverse local patches adaptively. This is especially use-
ful if some parts are invisible due to pose variations or oc-
clusions. Second, Vision Transformer (ViT) [10] is adapted
to FER, called ViT-FER, to model connections among mul-
tiple local patches. Since the global scope is used to rein-
force each local patch, the complementarity among multi-
ple local patches are well explored, boosting the recogni-

tion performance. Third, multi-head self-attention allows
ViT to jointly attend to features from different information
subspaces at different positions. Redundant relations may
be built, however, since there is no explicit guidance. To
address this, Multi-head Self-Attention Dropping (MSAD)
is proposed to randomly drop one self-attention. In such a
manner, if a self-attention is dropped, models are forced to
learn useful relations from the rest. Consequently, rich rela-
tions among different local patches are explored to benefit
the FER.

Combining the novel MAD and MSAD modules, we
propose the final architecture, termed as TransFER. As il-
lustrated in Fig. 1, compared with the ViT-FER baseline
(Column 2), the TransFER locates more diverse relation-
aware local representations (Column 3), distinguishing
these different expressions. It achieves the state-of-the-art
performance on several FER benchmarks, showing its ef-
fectiveness. The contributions of this work can be summa-
rized as follows:

1. We apply ViT to characterize the relations between
different facial parts adaptively, called ViT-FER, showing
their effectiveness for FER. To the best of our knowledge,
this is the first effort to explore Transformers and investigate
the importance of relation-aware local patches for FER.

2. A Multi-head Self-Attention Dropping (MSAD) is in-
troduced to randomly remove self-attention modules, forc-
ing models to learn rich relations between different local
patches.

3. An Multi-Attention Dropping (MAD) is designed to
erase attention maps, pushing models to extract compre-
hensive local information from every facial part beyond the
most discriminative parts.

4. Experimental results on several challenging datasets
show the effectiveness and usefulness of our proposed
TransFER model.

2. Related Work

In this section, related work about facial expression
recognition, Transformers, and regularization methods are
reviewed briefly.

2.1. Facial Expression Recognition

Facial expression recognition (FER) has remained as an
active research area in the past decades. Traditionally, the
hand-crafted features were developed to describe different
facial expressions, such as LBP [22], HOG [7], and SIFT
[21]. However, these features lack of generalization ability
under some challenging scenarios, such as poor illumina-
tion conditions.

Recently, deep learning has greatly improved the FER
research. Loss functions are designed in [18, 1 1] to enhance
the discriminative ability of expression features. Each ROI
is weighed in [19] via a gate unit that computes a weight
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Figure 2. The overall architecture of our TransFER model. Firstly, facial images are first fed into a stem CNN to extract feature maps.
Secondly, feature maps are then passed through the local CNNs to locate diverse useful feature areas. Thirdly, a 1 x 1 convolution and
reshape operations are used to project feature maps to a sequence of feature vectors which can be directly input into MSAD (MAD in a
Transformer encoder) where the relationships between these local patches are explored. An MLP Head is attached to generate the final
classification result. MAD guides multiple local branches to locate diverse local patches. MSAD pushes multi-head self-attention to

explore rich relations among different local patches.

from the region itself. A region attention network is pro-
posed in [28] to adaptively capture the importance of facial
regions for occlusion and pose variant FER.

Differently, a new adaptive loss is proposed in [17] to re-
weight category importance coefficients, alleviating the im-
balanced class distribution. Besides, several works [27, 6]
address label uncertainties in FER. In our approach, a mech-
anism is designed to locate diverse local patches. Besides,
relations among different local patches are captured, which
is the first attempt for FER, to the best of our knowledge.

2.2. Transformers in Computer Vision

Recently, Transformers [26] are applied to address com-
puter vision problems [4, 10, 25].

An end-to-end object detection method reason about the
locations of the objects, utilizing the Transformer decoder
[4]. More recently, Vision Transformer (ViT) [10] treats
images as a sequence of patches for image classification.
Pre-trained on large-scale datasets, it obtained a competitive
performance. Without the requirement of large-scale train-
ing data, DeiT [25] can accelerate training using a teacher-
student strategy. In our work, it is the first attempt to ex-
plore Transformers for FER, to the best of our knowledge.
Besides, this is also the first effort to show the importance
of relations among local patches for FER.

2.3. Regularization Method

Overfitting is an important issue in deep neural networks.
Dropout [23] randomly zeroes some of the elements in

fully-connected layers, alleviating the overfitting problem.
Despite its effectiveness, it is less effective in convolutional
operations. This is because features are spatially correlated
in CNNs. To address this challenge, Cutout [9] is proposed
to randomly erase contiguous regions in the input image.
DropBlock [12] further improves the Cutout by applying
Cutout at every feature map. We propose the MSAD to
effectively regularize the Transformers, exploring rich re-
lations among different local patches.

3. TransFER

The overall architecture of our approach is shown in
Fig 2, which mainly consists of the stem CNN, Local
CNNs, and Multi-head Self-Attention Dropping (MSAD).
The stem CNN is used to extract feature maps. The IR-50
[8] is adopted here since it has a good generalization.

As mentioned above, due to the small inter-class dif-
ferences among different emotions, it is highly desired to
extract diverse local patches. To achieve this goal, Multi-
Attention Dropping (MAD) is devised to randomly drop fa-
cial parts. In such a way, multiple local branches in local
CNN s are encouraged to locate diverse discriminative local
patches. In MSAD, rich relations between different local
patches are captured to boost the FER performance. This is
achieved by randomly dropping self-attention modules. As
a result, multi-head self-attentions are complementary with
each other, learning rich useful relations among different
local patches. More details are illustrated as follows.
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3.1. Local CNNs

As described earlier, given a facial image, our approach
first uses a stem CNN to extract feature maps. Then, mul-
tiple spatial attentions are used to capture local patches
automatically. However, if without a proper guidance, it
is not guaranteed that comprehensive discriminative facial
parts are located. If models focus on few discriminative fa-
cial parts, FER would suffer from performance degradation
when these parts are hard to recognize or totally occluded,
especially for faces with large pose variations, or strong oc-
clusions. To address this, local CNNs are developed to ex-
tract diverse local features which are guided by the MAD.

The framework is shown in Fig. 2, mainly consists of
three steps, which are detailed as follows.

Firstly, multiple attention maps are generated. Let X €
R wxe denote the input feature maps where h,w, and ¢
refer to the height, width, and the number of feature maps,
respectively. Since LANet [29] allows models to automati-
cally locate important face parts, it is used in multiple local
branches, as illustrated in Fig. 2. It consists of two 1 x 1
convolution layers. The first one outputs ¢/r feature maps
where r is the reduction ratio to reduce the dimension of
feature maps, followed by a ReLU layer to enhance the non-
linearity. The second layer reduces the feature map number
to one and generates an attention map by a Sigmoid func-
tion, which is denoted as M;. Suppose there are B LANet
branches, then attention maps [M;, Mo, ..., Mp] are gener-
ated where M; € Rh*wx1,

Secondly, the MAD forces multiple local branches to ex-
plore diverse and useful facial parts, which would be pre-
sented in Section 3.2. Generally speaking, it takes several
branches of data as input and randomly drops one branch by
setting the values in this branch to zeroes (without chang-
ing the input shape). As a result, MAD takes B attention
maps as input, randomly set one attention map to zeroes,
and output B attention maps.

Thirdly, multiple attention maps are aggregated to-
gether to generate one attention map. To be specific,
an element-wise maximum operation is used to aggregate
multiple attention maps. Given a list of feature maps
[M7, Ms, ..., Mg], the output M,,,; can be formulated as
follows:

Mout(2,y) = max{Mi (2, y), Ma(z,y) ... Mp(z,y)}
6]

where l <z <wand 1 <y <h.

Finally, we multiply M,,,; with the original feature map
X using an element-wise production. Thus, unimportant
areas in the original feature map are suppressed and vise
versa.

To summarize, local CNNs are able to locate diverse lo-
cal patches. This is achieved by using multiple LANets to
locate multiple discriminative areas and aggregate them by

a maximum operation, followed by element-wise multipli-
cation with the input feature maps.

3.2. Multi-Attention Dropping

Dropout [23] is proposed to prevent neural networks
from overfitting. It adapts a feature vector or feature map
as input. During the training process, some of the elements
of the input are randomly set to zeroes with a probability
p using samples from a Bernoulli distribution. If there is
more than one channel, each channel would be zeroed out
independently. Inspired by this works, a dropout-like oper-
ation is developed for the FER task, called Multi-Attention
Dropping.

In contrast with the standard Dropout, our proposed
MAD adopts a group of feature maps (or vectors) as input
and treats every feature map as a whole. As shown in the
middle-upper part of Fig. 2, during the training process, one
feature map is selected from a uniform distribution which
is entirely set to zeroes. The drop operation is performed
with a probability p;. Dropped feature maps would not
be activated in the following layers. Thus, a dropout-like
stop-gradient operation is proposed, which can guide local
CNN s to explore diverse and discriminative facial parts. As
a consequence, well-distributed facial parts can be located,
leading to comprehensive local representations to benefit
the FER.

3.3. Multi-head Self-Attention Dropping

In order to explore the rich relationships among differ-
ent local features generated by local CNNs, the Multi-head
Self-Attention Dropping (MSAD) module is proposed. It
mainly consists of a Transformer encoder with MAD in-
jected behind every Multi-head Self Attention module and
an MLP classification head like Vision Transformer (ViT)
[10] does. The following are the details:

Projection. After local CNNs, feature maps X, €
R wxe are generated which contain information about di-
verse local patches. To capture rich relations among mul-
tiple local patches, the Transformer is used which contains
multiple encoder blocks. However, since the Transformer is
first proposed for NLP tasks and adopts a sequence of 1D
feature vectors as input. To adapt the Transformer, a projec-
tion module is developed to transform 2D sequence input to
1D.

As illustrated in Fig. 2, a 1 x 1 convolution layer is
first applied to the X, projecting to feature maps X,, €
R™wxc2 where the number of channels is denoted as cs.
So far, we do not change the height and width relationship
between the feature maps X, and the original image. So,
every co X 1 vector can be considered as a representation of
a corresponding patch of the input image. So, we slice the
X, feature maps along the channel dimension and realign
them as a sequence of feature vectors = € R("*)*¢2 which
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can be fed into the Transformer encoder directly.

Following [10], the learnable [class] token is also ap-
pended to the sequence of input vectors. And standard
learnable 1D position embeddings are added to the ex-
panded sequence of vectors to inject position information.

Transformer Encoder. The Transformer encoder [26]
is composed of a stack of M encoder blocks. Every block
is composed of multiple layers of Multi-head Self-Attention
(MSA) and Multi-Layer Perceptron (MLP) with skip con-
nections, as shown in the right of Fig. 2. A classification
head implemented by a single layer of MLP is attached to
perform classification output.

Firstly, the input 2 € RN* Y is linearly transformed to
queries g, keys k, and values v as follows:

[q7k7v] = x[wqawkvw’u]a (2)

where wg, wy, € R % w, € R4,
Secondly, the attention weights are computed as follows:

A= Softmax(ﬂ) 3)
Vi,
Thirdly, a weighted sum over all values is computed as
follows:
O = Awv. “4)

The MSA runs self-attention operations k times in paral-
lel and linearly embeds their concatenated outputs to form
the final output.

The MLP consists of two fully-connected layers for fea-
ture projection and GELU [16] for non-linearity.

The MSA is designed to embed the projections in their
respective space. However, if without an explicit signal,
multiple self-attention modules tend to have redundant pro-
jections, limiting the representational ability. To address
this issue, we utilize Multi-Attention Dropping (MAD)
which is presented in Section 3.2 to randomly drop one of
the attention heads, pushing models to learn comprehensive
relations among different local patches.

Suppose there are & SAs in the MSA. One SA module is
randomly selected from a uniform distribution and it is set
to zeroes with a probability ps.

MAD is performed across different MSA, that is, every
sample in the same mini-batch and every MSA in the dif-
ferent block randomly select one SA from their self k£ SAs
in every training iterations. This brings sufficient random-
ness to the samples and different MSA blocks in Trans-
former. Similar to Dropout, MAD is only performed dur-
ing the training time. But during the inference time, unlike
Dropout, MAD did not rescale the weights due to the dif-
ferent mechanisms with fully connected layers.

In such a way, models are encouraged to learn useful in-
formation since multiple self-attentions are pushed to com-
plement to each other.

In general, more than one SA can be selected and
dropped, but by our observation, dropping two or more
SAs at the same time did not increase the performance. So
for simplicity, we only consider the drop rate as a hyper-
parameter and conduct all of our experiments with dropping
only one branch in MAD.

4. Experiments
4.1. Datasets

RAF-DB [18] is a real-world expression dataset. It con-
tains 29,672 real-world facial images which are collected
by Flickr’s image search API and independently labeled by
about 40 trained human workers. In the experiments, the
single-label subset provided in RAF-DB is utilized. It con-
tains 15,339 expression images with six basic expressions
(happiness, surprise, sadness, anger, disgust, fear) and neu-
tral expression where 12,271 images of them are used in
training and the rest are used for testing. The overall accu-
racy on the test set is reported.

FERPIlus [3] is extended from FER2013 [13] which is a
large-scale dataset collected by APIs in the Google image
search. It contains 28,709 training, 3,589 validation, and
3,589 test images. They relabeled the dataset with ten label-
ers to eight emotion categories (six basic expressions, plus
neutral and contempt). The overall accuracy is reported on
the test set.

AffectNet [20] is the largest publicly available FER
dataset so far. It contains about 1M facial images collected
by three major search engines where about 420K images are
manually annotated. Follow the settings in [17], we used
280K training images and 3.500 validation images (500
images per category) with seven emotion categories. The
mean class accuracy on the validation set is reported.

4.2. Implementation Details

Since RAF-DB and FERPlus datasets provide annotated
landmarks, these landmarks are used for face detection and
alignment. For FERPlus dataset, the MTCNN [33] is used
to detect and align faces. All images are aligned and resized
to 112 x 112 pixels. Pre-trained on Ms-Celeb-1M [14], the
IR-50 [8] is used as the stem CNN where only the first three
stages in IR-50 are used. Pre-trained on ImageNet', ViT
[10] with eight self-attention heads and a stack of M =
8 identical encoder layers are adopted as the Transformer
Encoder.

Due to the class imbalance problem that is widely existed
in FER, upsampling the training data is used to balance the
class distribution. The drop rates of MAD in local CNNs
(p1) and MSAD (p2) are set to 0.6 and 0.3 for RAF-DB and

IThe pre-trained weight is downloaded from
https://github.com/rwightman/pytorch-image-models/.
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Table 1. Evaluation (%) of local CNNs, MAD, and MSAD on
RAF-DB and AffectNet.

Local
CNNs MAD MSAD RAF-DB AffectNet
89.93 65.63
v 90.03 65.74
v v 90.35 65.94
v v v 90.91 66.23

Table 2. Evaluation (%) of different output stages of IR-50 on
RAF-DB.

Stage 2 3 4
Acc.(%) 8494 9091 90.32

FERPIlus, and 0.2 and 0.6 for AffectNet, respectively based
on our grid search.

Our TransFER is trained with the SGD optimizer to min-
imize the cross-entropy loss. We use the momentum of 0.9
and no weight decay, a mini-batch size of 256 in our ex-
periments. During training, data augmentation is utilized
on-the-fly including random rotate and crop, random hori-
zontal flip, and random erasing. At test time, we only re-
size the original image to 112 x 112 pixels and feed it to
the model directly. For RAF-DB and FERPlus, we train 40
epochs with an initial learning rate of le-3 decayed by a
factor of 10 at the 15 and 30 epochs. For AffectNet, due to
its large number of samples, we train 20K iterations with an
initial learning rate of 3e-4 decayed by a factor of 10 at 9.6K
and 19.2K iterations. We train our model on two NVIDIA
V100 GPU with 32GB RAM.

4.3. Ablation Studies

Effectiveness of the proposed modules. To validate
the proposed modules in our TransFER model, an ablation
study is designed to investigate the effects of local CNNs,
MAD, and MSAD on RAF-DB and AffectNet, as shown in
Table 1. To efficiently show results, a tuple (a, b) is used
where a and b denote the performance on RAF-DB and Af-
fectNet, respectively.

The baseline strategy (the first row) means there is
no local CNN, no MAD, and no MSAD. The feature
maps extracted from the stem CNN are directly fed into
the standard Transformer encoder without any guide from
MAD or MSAD. Compared with the baseline, local CNNs
slightly improve the performance by (0.1%,0.11%), but
gains significant improvement with the addition of MAD
(0.42%,0.30%). It is hypothesized that multiple LANets
cannot generate diverse attention maps without extra su-
pervision. MAD achieves this by randomly dropping one
LANet branch during the training process, guiding the lo-
cal CNNs to explore more recognizable feature areas. The
MSAD further improves the performance, which achieves

0 1 2 3 4 5 6 7 8
Branch number

Figure 3. The evaluation of branch number (B) in Local CNNs on
RAF-DB.

the state-of-the-art performance of (90.91%, 66.23%), im-
proved by (0.56%, 0.29%). We believe that this is due to the
multiple self-attentions that are pushed to complement each
other and learn comprehensive and useful representations.

Determination of Stem CNN depth. As we know,
given a CNN network, deeper layers generate more high-
level and semantic information while shallow layers con-
tain more texture and detailed information. For our pro-
posed framework, we need both semantic information for
local CNNs to locate more precise positions and detailed
information to fed into MSAD for further extraction. So
we designed this ablation study to determine which stage of
IR-50 is the best for the FER task.

Like ResNet-50, IR-50 has four stages, every stage is
made up of two convolutional layers and a max pooling
layer to quarter the feature map size. Since the input image
is in size 112 x 112, the output feature size in four stages
are 56 X 56, 28 x 28, 14 x 14, 7 x 7, respectively. The
feature map size of the first stage out is very large, making
too many parameters for the following modules, so we only
examine the stages 2 to 4.

From the results in Table 2, stage 3 achieves the best
performance of 90.91% while stage 4 gives a comparative
performance (90.32%), but with more parameters. Stage 2
performs much worse, only achieves 84.94%, proving that
the LANet is not able to locate well semantic features.

Evaluation of B in local CNNs. As we have described
in Section 3.1, B denotes the number of local branches in
local CNNs. To explore the impact of branch number B, we
evaluate the B from 0 to 8 on RAF-DB with other parame-
ters as default. The evaluation results are shown in Figure 3.
As B increases, the performance first increases and starts to
decrease after B = 5.

The best performance (90.91%) is achieved when B is
set to 2. Small B makes TransFER hard to locate robust and
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Table 3. Evaluation of different drop rate in MAD (p1) and MSAD
(p2) on RAF-DB.

p1 p2  Acc(%)
04 03 89.28
0.5 03 89.24
0.6 03 9091
0.7 03 89.89
0.8 0.3 89.89
0.6 0.1 89.80
06 02 89.83
0.6 03 9091
0.6 04 8993
06 05 89.24

important feature parts and only achieved 89.60%. Large
B degrades the ability of TransFER, since more branches
may fall into a “collapsing solution” with almost the same
outputs. AffectNet is a more difficult dataset, so the best
performance is achieved with B = 4.

Evaluation of drop rate in MAD and MSAD. To eval-
uate the impact of drop rates in MAD and MSAD, Experi-
ments of different drop rates are designed on RAF-DB. De-
note pi, ps as the drop rate in MAD and MSAD respec-
tively, they are set to 0.6 and 0.3 by default. As shown in
Table 3, both small and large p1, ps values reduce the model
performance. When ps is set to 0.3, p; changes from 0.4 to
0.8, the performance first increases from 89.28% to 90.91%,
after that, decreases back to 89.89%.

The same phenomenon is observed on po when p; fixed
to 0.6. The performance first increases from 89.80% to
90.91% when ps is set to 0.3, and decreases back to 89.24%
as py continues to increase.

There are eight self-attention heads in MSAD while
MAD only has two LANet branches. The best py value
is smaller than the p; value indicates that self-attention in
MSAD can grab important areas more effectively on RAF-
DB.

Comparison among MAD, Dropout, Drop Block, and
Spatial Dropout.

First, formally speaking, MAD accepts a set of attention
maps as input, randomly selects one and drops the whole se-
lected map. This is the reason why we call it Self-Attention
Dropping. In contrast, Dropout [23], Drop Block [12] and
Spatial Dropout [24] are directly applied to feature maps.
Dropout treats all inputs equally and drops them indepen-
dently, Drop Block drops units in a contiguous region, and
Spatial Dropout drops the entire channel. They all perform
independently element-wise or channel-wise, which is not
suitable for input cases with multiple attention maps. To
verify our hypotheses, we perform experiments on RAF-DB
and AffectNet with these methods and our proposed MAD.
Other hyper-parameters are the default as described in 4.1.

We replace our MAD with these methods and perform a

Table 4. Comparison among our MAD, Dropout, Drop Block and
Spatical Dropout.

Drop Spatial

Dataset MAD  Dropout Block  Dropout

RAF-DB | 90.91% 9035 90.25% 89.99%
AffectNet | 66.23% 66.06  66.03% 65.54%

grid search to find the best hyper-parameters. The best re-
sult of each method is shown in Tab. 4. Dropout achieves
the best performances with dropping rate 0 and 0.1 for RAF-
DB and AffectNet, respectively. We also find that, with
a dropping rate of 0.6, the model seems did not work on
RAF-DB (39.05%) but achieves comparative performance
on AffectNet (65.51%). This may because AffectNet con-
tains more training data thus the model can learn from more
diverse situations.

The best result of Drop Block is achieved with a drop-
ping rate of 0.3, and the block size is 7 and 9, respectively on
RAF-DB and AffectNet. The best dropping rate for Spatial
Dropout is 0.2 for both two datasets. Our MAD achieves the
best performances, we believe this is because other methods
perform dropping independently channel-wise. This works
for feature maps because the channel number is big, but not
suitable for attention maps with few branches in our case.

Table 5. Performance comparison (%) with the state-of-the-art
methods on RAF-DB and AffectNet.

Method RAF-DB  AffectNet
DLP-CNN [18] 80.89 54.47
gACNN [19] 85.07 58.78
IPA2LT [32] 86.77 55.71
RAN [28] 86.90 52.97
CovPool [1] 87.00 -
SCN [27] 87.03 60.23
DACL [11] 87.78 65.20
KTN [17] 88.07 63.97
TransFER (Ours) 90.91 66.23

4.4. Comparison with the State of the Art

Table 5 compares our best results to the state-of-the-art
methods on RAF-DB and AffectNet. RAF-DB is the latest
facial expression dataset, and to our best knowledge, our
proposed TransFER is the first model to achieve accuracy
over 90% on this dataset, which is 2.84% better than KTN
[17], the best result reported before. AffectNet is the largest
dataset of facial expressions, a very challenging dataset.
KTN [17] achieved the second-best performance in RAF-
DB which is 1.23% lower than the best result reported pre-
viously on AffectNet. Our proposed approach outperforms
the previous best result (DACL) by 1.03%.

Tabel 6 compares the performance of our TransFER with
the state-of-the-art methods on FERPlus. It can be seen that
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Table 6. Performance comparison (%) with the state-of-the-art
methods on FERPlus.

Method FERPIlus
PLD [3] 85.10
RAN [28] 88.55
SeNet50 [2] 88.80
RAN-VGG16 [28] 89.16
SCN [27] 89.35
KTN [17] 90.49

TransFER (Ours) 90.83

our method achieves the best accuracy of 90.83%. It is not-
ing that both SCN [27] and KTN [17] achieve that reported
performance by applying trivial loss functions, while we
achieve better performance with the standard CE loss only.

4.5. Attention Visualization

To further investigate the effectiveness of our approach,
we employ the method [5] to visualize the attention maps
generated by our TransFER. To be specific, we first re-
size the visualization attention maps to the same size as the
input images and visualize attention maps through COL-
ORMAP_JET color mapping to the original image.

Fig. 4 shows the attention maps of different emotions in
AffectNet. The figure has seven rows, each row shows one
of the seven categories of expression. From top to bottom,
the categories are anger, disgust, fear, happiness, neutral,
sadness, and surprise. The first column shows the original
aligned facial images, and the second to fifth columns show
the results of four training strategies which have been listed
in Table 1: (I) the baseline strategy; (II) adds multiple LAN-
ets to generate multiple attention maps but without MAD to
guide; (III) has both multiple LANets and MAD; (IV) the
whole architecure, including multiple LANets, MAD, and
MSAD.

Firstly, comparing different columns (training strate-
gies): local CNNs (II) can locate more potential interest-
ing areas compared with the baseline (I), and MAD in local
CNNs (IIT) and MSAD (IV) enhanced these candidate areas
by exploring more interesting areas (e.g. (a), (b) in (IIT) )
and constraining less dividing areas (e.g. (c) in (IV) ).

Secondly, comparing different rows (emotions): It is
generally assumed that mouth, nose, and eyes are the most
useful regions to distinguish different emotions. But as dis-
cussed in [17], due to the high similarity of different emo-
tions, these areas may be very similar even for different
emotions. For example, fear (c), happiness (d), and sur-
prise (g) often have an open mouth, so it’s more important
to explore other facial areas to discriminate against differ-
ent emotions. Our proposed MSAD solves this problem by
constraining the activation of the mouth area in (c) (IV) and
exploring other useful areas in (g) (IV), compared to (III).

() an - am v

(@)

(b)
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(d)

(e)

®
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Figure 4. Attention visualization [5] of different expressions on
some example face images from AffectNet dataset. (a) - (g) de-
note anger, disgust, fear, happiness, neutral, sadness, and surprise
separately. (I) - (IV) denote four training strategies in Tab. 1,
(I) denotes the baseline strategy, (II) denote training with local
CNNs but without MAD, (III) denotes training with local CNNs
and MAD, and (IV) denotes our proposed TransFER, training with
local CNNs and MSAD. After applying MAD and MSAD, the
whole framework can focus on more discriminative facial areas.

5. Conclusion

We have proposed a new architecture based on the Trans-
former for the FER task, called TransFER, which can learn
rich, diverse relation-aware local representations. Firstly,
a Multi-Attention Dropping (MAD) has been proposed to
guide local CNNSs to generate diverse local patches, making
models robust to pose variations or occlusions. Secondly,
the VIT-FER is applied to build rich connections upon mul-
tiple local patches where important facial parts are assigned
with higher weights and useless ones are assigned smaller
weights. Thirdly, the MSAD has been proposed to explore
more rich relations among diverse facial parts. To the best
of our knowledge, this is the first work to utilize the Trans-
formers for the FER task. Extensive experiments on three
public FER datasets demonstrated that our approach outper-
forms the state-of-the-art methods.
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