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Abstract

Recent methods for visual question answering rely on
large-scale annotated datasets. Manual annotation of ques-
tions and answers for videos, however, is tedious, expen-
sive and prevents scalability. In this work, we propose to
avoid manual annotation and generate a large-scale train-
ing dataset for video question answering making use of au-
tomatic cross-modal supervision. We leverage a question
generation transformer trained on text data and use it to
generate question-answer pairs from transcribed video nar-
rations. Given narrated videos, we then automatically gen-
erate the HowToVQA69M dataset with 69M video-question-
answer triplets. To handle the open vocabulary of diverse
answers in this dataset, we propose a training procedure
based on a contrastive loss between a video-question multi-
modal transformer and an answer transformer. We intro-
duce the zero-shot VideoQA task and show excellent results,
in particular for rare answers. Furthermore, we demon-
strate our method to significantly outperform the state of
the art on MSRVTT-QA, MSVD-QA, ActivityNet-QA and
How2QA. Finally, for a detailed evaluation we introduce
iVQA, a new VideoQA dataset with reduced language bi-
ases and high-quality redundant manual annotations.

1. Introduction
Answering questions about videos requires a detailed un-

derstanding of the visual content and its association with the
natural language. Indeed, given the large diversity of ques-
tions, methods for Video Question Answering (VideoQA)
should reason about scenes, objects and human actions as
well as their complex temporal interactions.

Current approaches to VideoQA rely on deep fully-
supervised models trained on manually annotated datasets
with question and answer pairs [22, 31, 34, 35, 40, 42, 48].
Collecting and annotating VideoQA datasets, however, is
cumbersome, time consuming, expensive and therefore not
scalable. As a result, current VideoQA datasets are rel-
atively small (see Figure 2). This limitation hinders the
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Speech: The sound is amazing on this 
piano.

Generated Question: What kind
 of instrument is the sound of?  

      Generated Answer: Piano

Speech: Fold them in half again, to 
make a triangle.
      Generated Question: How do 

you make a triangle?
      Generated Answer: Fold them

 in half again

Figure 1: Given videos with transcribed narration, we lever-
age language models and cross-modal supervision to obtain large-
scale VideoQA data. Above are two examples from our dataset.

progress in the field as state-of-the-art VideoQA models of-
ten require a large amount of training data.

In this work, we address the scale issue with a new
approach for automatically generating a VideoQA dataset,
see Figure 1 for examples. The idea is to leverage cross-
modal supervision together with text-only tools for question
generation and to automatically annotate VideoQA from
a large amount of readily-available narrated videos. In-
spired by the recent progress in language generation us-
ing transformer-based language models [10], we leverage
transformers trained on a question-answering text corpus to
generate a diverse set of non-scripted questions and corre-
sponding open-vocabulary answers from text. By applying
these transformers to speech transcripts of narrated videos
from the large-scale HowTo100M dataset [58], we create
HowToVQA69M, an open-ended VideoQA dataset with 69
million video-question-answer triplets and a diverse set of
more than 16M unique answers (see Figure 3). As shown in
Figure 2, our HowToVQA69M is two orders of magnitude
larger compared to prior VideoQA datasets.

Given the limited diversity of existing datasets, cur-
rent methods typically reduce video question answering to
a classification problem, where frequent answers are as-
signed to unique classes. Typically, up to 5K unique pos-
sible answers are considered. Such an approach, however,
does not scale to the open vocabulary of 16M different an-
swers in our dataset. To address this problem and to en-
able video question answering with highly diverse questions
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and answers, we introduce a training procedure based on
contrastive learning between a video-question multi-modal
transformer and an answer transformer that can handle free-
form answers. This bypasses the need to define a discrete
set of answer classes.

The goal of our work is to advance truly open-ended and
generic solutions to VideoQA. To evaluate generalization,
we propose a new zero-shot VideoQA task where we pro-
hibit any manual supervision of visual data during train-
ing. Our VideoQA model, trained on HowToVQA69M,
demonstrates excellent zero-shot results on multiple exist-
ing datasets, especially for rare answers. Moreover, when
finetuned on target datasets, our model significantly outper-
forms the state of the art on MSRVTT-QA [84], MSVD-
QA [84] ActivityNet-QA [91], and How2QA [46].

Initial experiments showed that existing benchmarks for
open-ended VideoQA [84, 91] contain a language bias [28],
i.e., their questions can often be answered without looking
at the video. To better evaluate the impact of visual informa-
tion in VideoQA, we introduce a new open-ended VideoQA
dataset (iVQA) with manually collected questions and an-
swers, where we exclude questions that could be answered
without watching the video. Moreover, to account for mul-
tiple possible answers, iVQA contains five independently
collected answers for each question.

In summary, our work proposes the following three con-
tributions:

(i) We introduce an approach to automatically generate
a large-scale VideoQA dataset, HowToVQA69M. Re-
lying on cross-modal supervision, we use transform-
ers trained on an existing text-only question-answering
corpus and generate video-question-answer triplets
from videos and transcribed narrations.

(ii) We train a VideoQA model on HowToVQA69M with
contrastive learning between a multi-modal video-
question transformer and an answer transformer. We
show the efficiency of our model in the new zero-shot
VideoQA task and outperform the state of the art in
four existing VideoQA benchmarks: MSRVTT-QA,
MSVD-QA, ActivityNet-QA and How2QA.

(iii) Finally, we introduce a new manually annotated open-
ended VideoQA benchmark iVQA that excludes non-
visual questions and contains multiple possible an-
swers for each question.

Code, datasets and trained models are available at [1].

2. Related Work
Visual Question Answering (VQA). VQA is typically
tackled by classifying the image-question (or video-
question) representation into a fixed vocabulary of answers.
Various approaches to combine spatial image representa-
tions and sequential question representations have been pro-
posed [7, 9, 24, 55, 83, 85, 88]. More specifically to the
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Figure 2: Comparison of our proposed large-scale How-
ToVQA69M dataset with existing VideoQA datasets.

video domain (VideoQA), spatio-temporal video represen-
tations in terms of motion and appearance have been used
in [22, 26, 31, 33, 34, 35, 40, 41, 42, 48, 84, 86, 94, 102].

Methods above are limited to pre-defined vocabularies
of answers and are difficult to apply outside of specific
datasets. To address this problem, Hu et al. [30] propose a
joint embedding where image-question representations can
be matched with free-form answers. Our VideoQA model
follows this idea, but instead of relying on manually anno-
tated datasets of limited scale, we train it on a large-scale
VideoQA dataset that we automatically generate. In con-
trast to some previous works using additional video features
such as subtitles [12, 36, 37, 43, 44, 46, 74, 80, 87], our
video representation is exclusively based on visual infor-
mation, as we focus on the visual understanding of videos.

To evaluate the generalization of VQA models, Teney
and Hengel [75] define zero-shot VQA by answering previ-
ously unseen questions, which is a related but less challeng-
ing task compared to the zero-shot VQA task we propose in
Section 6.2. Vatashsky and Ullman [78] address VQA using
COCO image annotations [51], while our zero-shot model
is trained with no manual annotations. Our proposed zero-
shot VQA task is analogous to zero-shot video retrieval [57]
or zero-shot action recognition [61].

Visual question generation (VQG) has been introduced
in [59]. The methods in [50] and [67] propose to jointly
learn VQG and VQA to improve the image VQA task.
However, these works do not generate questions to obtain
additional training data, but use visual data annotation for
question generation as an additional loss.
VideoQA datasets. Manually collecting and annotating
video-question-answer triplets is cumbersome, costly and
difficult to scale. As result, current VideoQA datasets [11,
16, 17, 21, 27, 33, 38, 43, 46, 60, 69, 74, 84, 90, 91, 92, 93]
are limited in size, as the largest, TGIF-QA [33], contains
only 72K annotated clips (see Figure 2 for more details).
To address this issue, several works have explored leverag-
ing manually annotated video descriptions [33, 79, 84, 93,
95, 96, 97] for automatic generation of VideoQA datasets,
using rule-based [29, 64] approaches.
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Figure 3: Our automatic approach for large-scale generation of video-question-answer triplets from narrated (subtitled) videos.
First, at the language-only training phase (left), the transformer-based answer extractor Ta and question generator Tq are trained [62] on
a manually annotated text-only question-answer corpus. Then video-question-answer triplets are automatically generated from narrated
videos (right). Individual sentences are extracted from the ASR-transcribed narration using a punctuator p. Each extracted sentence is
analyzed with an answer extractor Ta and a question generator Tq to produce answer a and question q. The timestamps of the narration
are used to obtain a video clip v temporarily aligned to the extracted sentence to form the output video-question-answer triplet (v, q, a).

Instead, we propose to use video narrations that are avail-
able at large-scale with no manual supervision. Moreover,
rule-based generation requires the manual creation of rules
by experts which is expensive, and has also been recently
outperformed by neural question generation [20, 89, 99] as
used in our approach.

Large-scale pretraining for vision and language. Sev-
eral recent methods [5, 15, 18, 32, 45, 47, 49, 53, 54, 70,
73, 98] pretrain multi-modal vision-language representa-
tions, such as transformers, using datasets with image cap-
tions, e.g., COCO [14], Conceptual Captions [68] and Vi-
sual Genome [39]. These methods are often optimized us-
ing generic objectives such as masked language losses and
losses for text-image matching and image caption genera-
tion. In our work, we pretrain models using large amounts
of narrated videos. In contrast to task-agnostic pretraining
in the previous work, we show the benefits of task-specific
pretraining for our target VideoQA task.

Learning from narrated videos. In this work, we ex-
ploit noisy correlations between videos and narrations in
unlabeled instructional videos from the recent HowTo100M
dataset [58]. Methods using such readily-available data
have shown significant improvements on several tasks in-
cluding video retrieval, action localization, action recog-
nition and video captioning [25, 56, 57, 58, 71, 72, 100],
sometimes outperforming fully-supervised baselines. Some
recent works use narrated videos for VideoQA. Amrani et
al. [6] propose a text-video pretraining approach and fine-
tune for VideoQA. Li et al. [46] propose HERO, a pre-
training approach restricted to multiple-choice VideoQA,
for which question and answer are treated as a single text
stream. Seo et al. [66] propose a pretraining approach based
on next utterance prediction and finetune for VideoQA. Dif-
ferently to these methods with task-agnostic pretraining, we

propose a pretraining approach specifically dedicated for
VideoQA using automatically generated question and an-
swer pairs from narrated videos, and show in Section 6 the
superiority of our approach.

3. Large-scale generation of VideoQA data
This section presents our approach to generate a large-

scale VideoQA dataset from videos and transcribed nar-
rations describing the content of the videos. Section 3.1
presents our proposed generation procedure. Section 3.2,
then, describes the resulting HowToVQA69M dataset.

3.1. Generating video-question-answer triplets

We tackle the task of generating video-question-answer
triplets from a large-scale instructional video dataset with
transcribed spoken narration [58]. This is a challenging task
because of transcription errors and lack of punctuation. We
also wish to obtain highly diverse data. To address these
issues, we propose to leverage powerful language models
trained on text data. Our approach is illustrated in Figure 3
and details are given next.

We first present details about the generation procedure.
Let s be the transcribed speech data obtained with automatic
speech recognition (ASR). First, we use a recurrent neural
network p, to infer punctuation in the transcribed speech
data. We denote the punctuated transcript as p(s). We ex-
tract video clips v temporally aligned with the inferred sen-
tences p(s) using the ASR timestamps. We found that the
generation works significantly better when applied to sen-
tences rather than the original sentence fragments from the
HowTo100M dataset, see Table 1. Second, for each sen-
tence, we apply a transformer Ta, to extract a set of potential
answers: a = Ta(p(s)). Third, we use another transformer
Tq to generate a question given each transcript sentence and
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ASR: Add some of your 
favorite sprinkles give it a mix.
Question: What can you add 
to the mix?
Answer: sprinkles

ASR: ...I'm going to show you 
how to unlock your ipod touch.
Question: What will I show you?
Answer: how to unlock your 
ipod touch

ASR: Ideally, you would want 
a medium spread collar...
Question: What type of collar 
would you want?
Answer: medium spread collar

ASR: …do it on the other side, 
and you've peeled your orange
Question: What color did you 
peel on the other side?
Answer: orange

ASR: ...I’ve had over a 
hundred emails.
Question: How many emails 
have I had?
Answer: over a hundred

Figure 4: Examples of video-questions-answer triplets generated from narrated videos in our HowToVQA69M dataset. The green color
indicates relevant examples, the orange color (penultimate example) indicates a failure of the question-answer generation, and the red color
(last example) indicates that the generated question-answer is unrelated to the visual content.

each extracted answer such that: q = Tq(a, p(s)). The out-
put is a set of video-question-answer triplets (v, q, a).

We now explain details about the language models and
their training procedures. For ASR, we follow [58] and use
the readily-available ASR data provided by YouTube. For
punctuation p, we use the BRNN model from [76] and the
weights available at [2] trained on IWSLT2011 [23]. For Ta

and Tq , we use the transformer-based T5-small and T5-base
models [62], respectively. We follow [4, 13, 52] and use
the weights available at [3] trained for answer span extrac-
tion and answer-aware question generation, respectively,
on SQuADv1 [63]. SQuADv1 is a text-only question-
answering dataset consisting of questions for which the an-
swer is a segment of text extracted from a paragraph.

3.2. HowToVQA69M: large-scale VideoQA dataset

We have applied the previously described procedure to
all 1.2M original videos from the HowTo100M dataset [58].
The result is HowToVQA69M, a dataset of 69,270,581
video clip, question and answer triplets (v, q, a). How-
ToVQA69M is two orders of magnitude larger than any
of the currently available VideoQA datasets (see Figure 2).
On average, each original video results in 43 video clips,
where each clip lasts 12.1 seconds and is associated to 1.2
question-answer pairs. Questions and answers contain 8.7
and 2.4 words on average respectively. HowToVQA69M
is highly diverse and contains over 16M unique answers,
where over 2M unique answers appear more than once and
over 300K unique answers appear more than ten times.
Examples of (v, q, a) triplets from the HowToVQA69M
dataset are illustrated in Figure 4.

Manual evaluation of HowToVQA69M. As shown in Fig-
ure 4, HowToVQA69M annotations are noisy, which can be
attributed to: (i) errors in speech transcription, (ii) speech
not describing the video content, or (iii) errors in question-
answer generation. We manually evaluate the quality of
100 randomly sampled (v, q, a) triplets in HowToVQA69M
by collecting 5 different annotations for each triplet to re-
duce variance, and report results in Table 1. Among 100
triplets generated by our method we find 30 to be correctly
generated and matching well to the video content, 31 are
incorrectly generated and 39 are correctly generated but

Punctuation Generation method
Correct
Samples

QA Generation
Failure

QA unrelated
to video

✓ Heilman et al. [29] 17 54 29
✗ Ours 23 49 28
✓ Ours 30 31 39

Table 1: Manual evaluation of our generation method (with and
without punctuation) on a random sample of 100 examples com-
pared with a rule-based question-answer generation of [29]. Num-
bers are obtained with majority voting between 5 annotators.

unrelated to the video content. To demonstrate the influ-
ence of different components of our automatic question-
answer generation procedure, we compare it with (i) a vari-
ant of our approach that does not split transcribed narrations
into sentences using a punctuator, and (ii) a rule-based ap-
proach [29] for question-answer generation. Table 1 con-
firms the importance of punctuation and demonstrates the
superior performance of our generation method compared
to [29]. Inter-rater agreement statistics, and more details
for the generated dataset are provided in the Supplemen-
tary Material. Further comparison with [29] is given in Sec-
tion 6.5. We describe next how we use HowToVQA69M to
train our VideoQA model.

4. VideoQA model and training procedure
This section presents our VideoQA model in Section 4.1

and describes its training procedure in Section 4.2. Figure 5
gives an overview of the model.

4.1. VideoQA model

As illustrated in Figure 5, our VideoQA model is com-
posed of two branches: (i) a video-question module f based
on a transformer [77] and a mapping from the CLS to-
ken with a linear function. It takes a pair of video v and
question q as input, models the multi-modal temporal in-
teractions between v and q and then outputs an embedding
vector f(v, q) ∈ IRd. (ii) The second branch is a text
encoder g that embeds an answer a as g(a) ∈ IRd. We
will denote our model as VQA-T, standing for VideoQA-
Transformer. Note that using the joint (video, question) and
answer embeddings allows us to deal with a large open vo-
cabulary of answers present in our new HowToVQA69M
dataset as the model can measure similarity between the in-
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Figure 5: Overview of our VideoQA training architecture.

put video-question embedding and the embedding of any
answer. This is in contrast to using a classification answer
module [31, 34, 35, 40, 102] that can choose only from a
fixed predefined vocabulary of answers. Our embedding
can be also easily finetuned on the different downstream
VideoQA datasets, which may contain new answers that
have not been seen at training. In contrast, the classification
answer module has to be retrained when the vocabulary of
answers changes. Next, we give details of the language and
video representations. Further details about the model are
provided in the Supplementary Material.
Word representation. The question and answer are sepa-
rately tokenized with the WordPieces embedding [81] and
fed to DistilBERT [65]. DistilBERT is a light version of
BERT [19] pretrained in a self-supervised fashion on En-
glish Wikipedia and the Toronto Book Corpus [101].
Video representation. We use a frozen S3D [82] pretrained
on HowTo100M [58] using MIL-NCE [57]. This model is
pretrained from scratch on HowTo100M only.

4.2. Training procedure

This section describes the training of our VideoQA
model on the HowToVQA69M dataset and its finetuning
on downstream VideoQA datasets.

Training on HowToVQA69M. We wish to make a pair
of video and question (v, q) close to its correct answer
a measured by the dot product of their embeddings,
f(v, q)⊤g(a). Conversely, the incorrect answers should be
far, i.e., the dot product with their embeddings should be
small. Formally, this can be done by maximizing the fol-
lowing contrastive objective:

max
f,g

n∑
i=1

log

 ef(vi,qi)
⊤g(ai)

ef(vi,qi)⊤g(ai) +
∑

(v′,q′,a′)∼Ni

ef(v′,q′)⊤g(a′)

 ,

(1)
where (vi, qi, ai) represents a triplet of generated (video
clip, question, answer) from HowToVQA69M. Given a spe-
cific positive triplet (vi, qi, ai), we construct the set Ni

of negative triplets by concatenating incorrect answers aj
within the training batch to the video-question pair (vi, qi)

as: (vi, qi, aj) with aj ̸= ai. In particular, if the same nega-
tive answer aj is present multiple times in a batch, we only
count it once. We found that sampling the same negative an-
swer multiple times leads to worse results (see Section 6.6),
which we believe is due to different distributions of answers
in the pretraining and downstream datasets. Removing du-
plicate negatives helps to mitigate this difference.

Finetuning on downstream VideoQA datasets. We
leverage the model pretrained on HowToVQA69M and
finetune it on a downstream VideoQA dataset that typically
has a smaller vocabulary of answers V (e.g. |V | ∼ 4000).
To this end, we adapt the training objective in (1) by con-
structing the negative set Ni from all incorrect answers in
V . Note that in such setting (1) becomes equivalent to opti-
mizing the standard cross-entropy objective. In the specific
case of multiple-choice VideoQA, the set of negatives Ni is
the set of incorrect answers for each sample.

Masked Language Modeling (MLM). In addition to the
contrastive loss (1) we apply the masking loss [19] to ques-
tion tokens during both pretraining and finetuning. We
found this to have a positive regularization effect when fine-
tuning the DistilBERT weights (see Section 6.6).

5. iVQA: new dataset for VideoQA evaluation
In this section we present our Instructional VQA dataset

(iVQA). We start from a subset of HowTo100M videos and
manually annotate video clips with questions and answers.
We aim to (i) provide a well-defined evaluation by includ-
ing five correct answer annotations per question and (ii)
avoid questions which can be answered without watching
the video. The dataset is described below and more details
are given in the Supplementary Material.

Data Collection. iVQA videos are obtained by randomly
sampling 7-30 sec. video clips from the HowTo100M
dataset [58]. We avoid overlap between datasets and make
sure iVQA and HowToVQA69M have no videos in com-
mon. Each clip is manually annotated with a question and
5 answers on Amazon Mechanical Turk. We ask workers
to annotate questions about objects and scenes in the video
and remove videos that could not be annotated. The cor-
rectness of annotations is manually verified by the authors.
Moreover, we manually reduce the language bias by exclud-
ing questions that could be answered without watching the
video. To increase diversity, each question is answered by
5 different workers. The answers are restricted to 4 words
and are complemented by a confidence level. Questions that
receive multiple answers with low confidence are removed.

Statistical Analysis. iVQA contains 10,000 video clips
with one question and five corresponding answers per clip.
We split the dataset into 60%/20%/20% train/validation/test
subsets. On average, questions and answers contain 7.6 and
1.1 words respectively. The average duration of video clips
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Method Pretraining Data iVQA MSRVTT-QA MSVD-QA ActivityNet-QA How2QA
Top-1 Top-10 Top-1 Top-10 Top-1 Top-10 Top-1 Top-10 Top-1

Random ∅ 0.09 0.9 0.02 0.2 0.05 0.5 0.05 0.5 25.0
QA-T HowToVQA69M 4.4 23.2 2.5 6.5 4.8 15.0 11.6 45.8 38.4
VQA-T HowTo100M 1.9 11.9 0.3 3.4 1.4 10.4 0.3 1.9 46.2
VQA-T (Ours) HowToVQA69M 12.2 43.3 2.9 8.8 7.5 22.4 12.2 46.5 51.1

Table 2: Comparison with baselines for zero-shot VideoQA. Top-1 and top-10 (for open-ended datasets) accuracy are reported.

Question: What design are they making?
GT Answer: rose (4), rose flower (1)
QA-T (HowToVQA69M): pinwheel
VQA-T (HowTo100M): piping bag
VQA-T (HowToVQA69M): rose

Question: What fruit is shown at the end?
GT Answer: watermelon (5)
QA-T (HowToVQA69M): pineapple
VQA-T (HowTo100M): slotted spoon
VQA-T (HowToVQA69M):  
watermelon

Question: What is the woman 
decorating?
GT Answer: cake (5)
QA-T (HowToVQA69M): cupcakes
VQA-T (HowTo100M): raspberries
VQA-T (HowToVQA69M): cake

Question: What type of material is the 
man touching?
GT Answer: wood (5)
QA-T (HowToVQA69M): brick
VQA-T (HowTo100M): electric saw
VQA-T (HowToVQA69M): wood

Question: What object is seen on the 
left, at the beginning of the video?
GT Answer: teapot (4), pot (1)
QA-T (HowToVQA69M): mirror
VQA-T (HowTo100M): espresso
VQA-T (HowToVQA69M): teapot

Question: What is in the man's hand?
GT Answer: shovel (3), spade (2)
QA-T (HowToVQA69M): coin
VQA-T (HowTo100M): planting
VQA-T (HowToVQA69M): shovel

Figure 6: Zero-shot VideoQA on iVQA. The values next to the
ground truth (GT) answers indicate the number of annotators that
gave the answer.

is 18.6 seconds. The majority of questions have at least 2
annotators providing the same answer. Similarly to [8], this
motivates us to define the following accuracy measure for
a given answer a: acc(a) = min(#ground truth answers = a

2 , 1).
This metric assigns 100% accuracy to answers confirmed by
at least 2 annotators, 50% accuracy to answers confirmed by
only 1 annotator and 0% otherwise. Note that this definition
is specific to multiple ground truth answers per question.

6. Experiments

This section demonstrates the benefits of training using
our generated HowToVQA69M dataset and compares our
method to the state of the art. We first outline the used
datasets, baseline methods and implementation details in
Section 6.1. We then present results for the novel zero-shot

VideoQA task in Section 6.2. The comparison to the state
of the art in VideoQA and alternative training strategies is
given in Section 6.3. Section 6.4 presents results for rare
answers. Finally, we compare our VideoQA generation ap-
proach to previous methods in Section 6.5 and present abla-
tion studies in Section 6.6.

6.1. Evaluation Protocol

Datasets. We use two datasets for training and five
datasets for evaluation as described below. We follow pre-
vious evaluation protocols for open-ended settings [40, 91]
and use a fixed vocabulary of training answers. Unless
stated otherwise, we report top-1 test accuracy and use orig-
inal splits for training, validation and test.

For training we use our new HowToVQA69M dataset
introduced in Section 3.2 with 90% and 10% videos
in training and validation subsets. For comparison,
we also train our model using a large-scale text-video
dataset, HowTo100M [58], that contains videos with tran-
scribed narrations but no video-question-answer triplets.
Test and validation videos of downstream datasets are ex-
cluded from HowTo100M and HowToVQA69M.

We evaluate results on four open-ended VideoQA down-
stream datasets: MSRVTT-QA [84], MSVD-QA [84],
ActivityNet-QA [91] and our new iVQA dataset (see Sec-
tion 5). We also evaluate on a multiple-choice VideoQA
dataset How2QA [46] where each question is associated
with one correct and three incorrect answers.

Baselines. To evaluate the contribution of the visual
modality, we compare our VQA-T model with its language-
only variant QA-T. QA-T does not use video input, i.e. we
set the input v of the video-question transformer to zero
(see Figure 5). To evaluate our generated dataset, we
also compare VQA-T trained on HowToVQA69M and on
HowTo100M. Since HowTo100M has no (v, q, a) triplets,
we only train the f branch of VQA-T on HowTo100M us-
ing the standard masking and cross-modal matching losses
[15, 46, 53, 72, 100]. In the zero-shot setting we evaluate
VQA-T trained on HowTo100M by computing f(v, [q, a])
for concatenated pairs of questions and answers [q, a]. Dur-
ing finetuning we also initialize the g branch of VQA-T with
parameters of the text encoding obtained from f (see further
details in Supplementary Material).

Implementation details. For the HowToVQA69M train-
ing, we use the Adam optimizer and mini-batches with 4096
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Pretraining data iVQA
MSRVTT

QA
MSVD

QA
ActivityNet

QA
How2QA

∅ 23.0 39.6 41.2 36.8 80.8
HowTo100M 28.1 40.4 43.5 38.1 81.9

HowToVQA69M 35.4 41.5 46.3 38.9 84.4
Table 3: Benefits of pretraining our VQA-T model on our new
HowToVQA69M dataset (last row) compared to no pretraining
(first row) or pretraining on HowTo100M (second row). In each
case our VQA-T model was then finetuned on the downstream
VideoQA datasets. Top-1 accuracy is reported.

video clips sampled from 128 random videos. The opti-
mization over 10 epochs lasts 2 days on 8 Tesla V100 GPUs.
Further details are included in the Supplementary Material.

6.2. Zero-shot VideoQA

In this section, we address the zero-shot VideoQA task
where we prohibit any manual supervision of visual data
during training. We explore this setup to evaluate the gener-
alization of VQA-T trained on HowToVQA69M to unseen
downstream datasets. For consistency, we use the vocab-
ulary of answers from downstream datasets during testing
(see Section 6.1).

Zero-shot results are presented in Table 2. We first ob-
serve that the use of visual cues by VQA-T outperforms
QA-T when both models are trained on HowToVQA69M.
This demonstrates the importance of the cross-modality in
HowToVQA69M despite the VideoQA annotation being
exclusively generated from text-only methods. Since How-
ToVQA69M has been generated using no manual annota-
tion of visual data, our approach is scalable and can lead to
further improvements by increasing the dataset size, as we
discuss in Section 6.6.

Training on HowToVQA69M significantly outperforms
the training on HowTo100M and the random baseline. This
confirms the advantage of our HowToVQA69M dataset for
the VideoQA task over other generic text-video datasets
that do not contain video-question-answer triplets. We
emphasize that our training does not use any information
about target VideoQA datasets. Qualitative results for zero-
shot VideoQA are presented for our approach and com-
pared with baselines in Figure 6. We observe that QA-T
(trained on HowToVQA69M) provides plausible but video-
unrelated answers to the questions. Moreover, VQA-T
(trained on HowTo100M) is able to associate visual con-
tent with related answers, but fails to have a complex multi-
modal understanding. Our VQA-T model trained on How-
ToVQA69M, on the other hand, correctly understands ques-
tions and uses information in the video to provide correct
answers, confirming results in Table 2.

6.3. Benefits of HowToVQA69M pretraining

This section evaluates the effect of VQA-T pretraining in
combination with finetuning on target datasets. As shown

Method Pretraining data MSRVTT-QA MSVD-QA
E-SA [84] 29.3 27.6
ST-TP [33] 30.9 31.3
AMU [84] 32.5 32.0
Co-mem [26] 32.0 31.7
HME [22] 33.0 33.7
LAGCN [31] — 34.3
HGA [35] 35.5 34.7
QueST [34] 34.6 36.1
HCRN [40] 35.6 36.1

ClipBERT [42]
COCO [14] +

Visual Genome [39]
37.4 —

SSML [6] HowTo100M 35.1 35.1
CoMVT [66] HowTo100M 39.5 42.6
VQA-T ∅ 39.6 41.2
VQA-T HowToVQA69M 41.5 46.3

Table 4: Comparison with state of the art on MSRVTT-QA and
MSVD-QA (top-1 accuracy).

Pretraining data
ActivityNet

QA
How2QA

E-SA [91] 31.8 —
MAR-VQA [102] 34.6 —

HERO [46]
HowTo100M +

TV Dataset
— 74.1

CoMVT [66] HowTo100M 38.8 82.3
VQA-T ∅ 36.8 80.8
VQA-T HowToVQA69M 38.9 84.4

Table 5: Comparison with state of the art on ActivityNet-QA and
the public val set of How2QA (top-1 accuracy).

Pretraining data Finetuning Q1 Q2 Q3 Q4
∅ ✓ 38.4 16.7 5.9 2.6

HowTo100M ✓ 46.7 22.0 8.6 3.6

HowToVQA69M ✗ 9.0 8.0 9.5 7.7
✓ 47.9 28.1 15.6 8.5

Table 6: Results of our VQA-T model with different training
strategies, on subsets of iVQA corresponding to four quartiles with
Q1 and Q4 corresponding to samples with most frequent and least
frequent answers, respectively.

in Table 3, pretraining on HowToVQA69M provides con-
sistent and significant improvements for all datasets when
compared to pretraining on HowTo100M and no pretrain-
ing. In particular, we observe the largest improvement for
our new iVQA dataset which comes from the same domain
as HowToVQA69M. Hence, the automatic generation of
training data for other domains using our method can lead
to further improvements on other datasets.

We compare our pretrained model to the state-of-the-
art in VideoQA in Tables 4-5. Notably, VQA-T pretrained
on HowToVQA69M outperforms previous methods on all
tested datasets. In particular, our method improves over the
recent CoMVT approach [66] that has been pretrained on
HowTo100M. These strong results show the importance of
our proposed HowToVQA69M dataset.
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Generation
Method Zero-shot Finetune

iVQA
ActivityNet

QA
How2QA iVQA

ActivityNet
QA

How2QA

[29] 7.4 1.1 41.7 31.4 38.5 83.0
Ours 12.2 12.2 51.1 35.4 38.9 84.4

Table 7: Comparison of our question-answer generation approach
with Heilman et al. [29], evaluated by downstream performance of
the model trained on the generated VideoQA data.

6.4. Results for rare answers

Training on downstream VideoQA datasets typically
leads to particularly large improvements for questions with
most frequent answers. As shown in Table 6, our approach
brings significant improvements both for common and rare
answers compared to models trained from scratch or pre-
trained on HowTo100M. Interestingly, for the most rare an-
swers in iVQA (Q3 and Q4) our model without finetuning
(zero-shot mode) outperforms finetuned models that have
not been pretrained on HowToVQA69M. We make simi-
lar observations for rare answers in other datasets and re-
port corresponding results in the Supplementary Material.
We conclude that VideoQA specific pretraining on addi-
tional large-scale, diverse data helps improve generalization
of VideoQA models.

6.5. Comparison of VideoQA generation methods

In this section, we compare our question-answer genera-
tion approach to Heilman et al. [29], that was notably used
in [84, 93, 95, 96, 97] to generate VideoQA data from video
descriptions. We run the method of [29] on sentences ex-
tracted from HowTo100M, apply our pretraining method
on the generated data and show results in Table 7. Note
that we do not choose MSRVTT-QA and MSVD-QA as
downstream datasets for this comparison because their eval-
uation sets were automatically generated using Heilman et
al. [29]. We find that our generation method leads to signif-
icantly better performance both in zero-shot and finetuning
settings. We also provide a qualitative comparison in the
Supplementary Material, further demonstrating the bene-
fit of our transformer-based question-answer generation ap-
proach compared to previous methods. We also show the
benefit of our generated HowToVQA69M dataset by com-
paring our results to cross-dataset transfer using existing
VideoQA datasets in the Supplementary Material.

6.6. Ablation studies

Pretraining losses. As shown in Table 8, removing dupli-
cate negative answers in our contrastive loss, as discussed
in Section 4.2, is beneficial notably in the zero-shot setting.
Moreover, adding the MLM loss at pretraining improves the
downstream results for both zero-shot and finetuning when
used in combination with our contrastive learning strategy.
These results motivate our proposed pretraining approach.

MLM
Sampling without
answer repetition

Zero-shot Finetune

iVQA MSVD-QA iVQA MSVD-QA
✗ ✗ 11.1 6.1 34.7 45.6
✗ ✓ 12.1 7.0 34.3 45.0
✓ ✗ 10.9 6.4 34.3 45.1
✓ ✓ 12.2 7.5 35.4 46.3

Table 8: Effect of MLM loss and our negative sampling strategy
on HowToVQA69M training.

Pretraining data size Zero-shot Finetune
iVQA MSVD-QA iVQA MSVD-QA

0% — — 23.0 41.2
1% 4.5 3.6 24.2 42.8
10% 9.1 6.2 29.2 44.4
20% 9.5 6.8 31.3 44.8
50% 11.3 7.3 32.8 45.5
100% 12.2 7.5 35.4 46.3

Table 9: Effect of the training size of HowToVQA69M.

Importance of scale. Results of our method after pretrain-
ing on different fractions of HowToVQA69M are shown in
Table 9. We construct these subsets such that larger sub-
sets include the smaller ones. These results suggest that the
scale is an important factor and that we can expect further
improvements with additional pretraining data, both in the
zero-shot and finetuning settings.

7. Conclusion

We propose a novel and scalable approach for training
VideoQA models without manually annotated visual data.
We automatically generate HowToVQA69M – a large-scale
VideoQA training dataset generated from narrated videos
with readily-available speech transcripts, significantly ex-
ceeding existing datasets by size and diversity. We demon-
strate several benefits of pretraining on HowToVQA69M.
We are the first to demonstrate zero-shot VideoQA re-
sults without the use of any manually annotated images or
videos. Furthermore, finetuning our HowToVQA69M pre-
trained model on downstream tasks outperforms the state of
the art on MSRVTT-QA, MSVD-QA, ActivityNet-QA and
How2QA. We further validate our approach on a new iVQA
benchmark we manually collect.
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