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Abstract

Scene graph generation aims to identify objects and their
relations in images, providing structured image representa-
tions that can facilitate numerous applications in computer
vision. However, scene graph models usually require su-
pervised learning on large quantities of labeled data with
intensive human annotation. In this work, we propose vi-
sual distant supervision, a novel paradigm of visual rela-
tion learning, which can train scene graph models without
any human-labeled data. The intuition is that by aligning
commonsense knowledge bases and images, we can auto-
matically create large-scale labeled data to provide distant
supervision for visual relation learning. To alleviate the
noise in distantly labeled data, we further propose a frame-
work that iteratively estimates the probabilistic relation la-
bels and eliminates the noisy ones. Comprehensive exper-
imental results show that our distantly supervised model
outperforms strong weakly supervised and semi-supervised
baselines. By further incorporating human-labeled data in
a semi-supervised fashion, our model outperforms state-of-
the-art fully supervised models by a large margin (e.g., 8.3
micro- and 7.8 macro-recall@50 improvements for predi-
cate classification in Visual Genome evaluation). We make
the data and code for this paper publicly available at
https://github.com/thunlp/VisualDS.

1. Introduction
Scene graph generation aims to identify objects and their

relations in real-world images. For example, the scene
graph shown in Figure 1 depicts the image with several rela-
tional triples, such as (person, riding, horse) and (horse,
standing on, beach). Such structured representations
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Figure 1. An example from Visual Genome [22] based on the re-
fined relation schemes from Chen et al. [5], where human anno-
tation from Visual Genome, weak supervision information from
the corresponding caption, and raw relation labels from distant su-
pervision are shown respectively. Correct relation labels are high-
lighted in bold. By aligning commonsense knowledge bases and
images, visual distant supervision can create large-scale labeled
data without any human efforts to facilitate visual relation learn-
ing. Best viewed in color.

provide deep understanding of the semantic content of im-
ages, and have facilitated state-of-the-art models in numer-
ous applications in computer vision, such as visual question
answering [17, 42], image retrieval [21, 38], image caption-
ing [50, 12] and image generation [20].

Tremendous efforts have been devoted to generating
scene graphs from images [48, 26, 49, 29, 57]. How-
ever, scene graph models usually require supervised learn-
ing on large quantities of human-labeled data. Manually
constructing large-scale datasets for visual relation learning
is extremely labor-intensive and time-consuming [29, 22].
Moreover, even with the human-labeled data, scene graph
models usually suffer from the long-tail relation distribu-
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Figure 2. Number of labeled instances of top 3,000 relationships
from Visual Genome annotation and visual distant supervision.

tion in real-world scenarios. Figure 2 shows the statistics
on Visual Genome [22], where over 98% of the top 3, 000
relation categories do not have sufficient labeled instances
and are thus ignored by most scene graph models.

To address the problems, a promising direction is to uti-
lize large-scale unlabeled data with minimal human efforts
via semi-supervised or weakly supervised learning. Chen et
al. [5] propose to first learn a simple relation predictor using
several human-labeled seed instances for each relation, and
then assign soft labels to unlabeled data to train scene graph
models. However, semi-supervised models still require hu-
man annotation that scales linearly with the number of re-
lations. Moreover, learning from limited seed instances is
vulnerable to high variance and subjective annotation bias.
Some works have also explored learning from weakly su-
pervised relation labels, which are obtained by parsing the
captions of the corresponding images [58, 32]. However,
due to reporting bias [11], captions only summarize a few
salient relations in images, and ignore less salient and back-
ground relations, e.g., (rock, covering, beach) in Fig-
ure 1. The resultant models will thus be biased towards a
few salient relations, which cannot well serve scene graph
generation that aims to exhaustively extract all reasonable
relational triples in the scene.

In this work, we propose visual distant supervision, a
novel paradigm of visual relation learning, which can train
scene graph models without any human-labeled data. The
intuition is that commonsense knowledge bases encode re-
lation candidates between objects, which are likely to be ex-
pressed in images. For example, as shown in Figure 1, mul-
tiple relation candidates, e.g., riding, sitting on and
watching, can be retrieved from commonsense knowl-
edge bases for the object pair person and horse, where
riding and sitting on are actually expressed in the
given image. By aligning commonsense knowledge bases
and images, we can create large-scale labeled data to pro-
vide distant supervision for visual relation learning with-
out any human efforts. Since the distant supervision is pro-
vided by knowledge bases, the relations can be exhaustively
labeled between all object pairs. We note that many rea-
sonable relation labels from distant supervision are missing
in Visual Genome even after intensive human annotations,
e.g., (wave, covering, beach) in Figure 1.

Moreover, distant supervision can also alleviate the long-
tail problem. As shown in Figure 2, using the same num-
ber of images, distant supervision can produce 1-3 orders of
magnitude more labeled relation instances than its human-
labeled counterpart. Note that the number of distantly la-
beled relation instances can be arbitrarily large, given the
nearly unlimited image data on the Web.

Distant supervision is convenient in training scene
graph models without human-labeled data. When human-
annotated data is available, distantly labeled data can also be
incorporated in a semi-supervised fashion to surpass fully
supervised models. We show that after pre-training on dis-
tantly labeled data, simple fine-tuning on human-labeled
data can lead to significant improvements over strong fully
supervised models.

Despite its potential, we note distant supervision may in-
troduce noise in relation labels, e.g., (person, watching,
horse) in Figure 1. The reason is that distant supervi-
sion only provides relation candidates based on object cat-
egories, whereas the actual relations between two objects
in an image usually depend on the image content. In prin-
ciple, the noise in distantly labeled data can be alleviated
by maximizing the coherence between distant labels and vi-
sual patterns of object pairs. Previous works have shown
that without specially designed denoising methods, neural
models are capable of detecting noisy labels to some extent,
and learning meaningful signals from noisy data [19, 8]. In
this work, to better alleviate the noise in distantly labeled
data, we further propose a framework that iteratively esti-
mates the probabilistic relation labels and eliminates noisy
ones. The framework can be realized by optimizing the co-
herence of internal statistics of distantly labeled data, and
can also be seamlessly integrated with external semantic
signals (e.g., image-caption retrieval models), or human-
labeled data to achieve better denoising results.

Comprehensive experimental results show that, with-
out using any human-labeled data, our distantly super-
vised model outperforms strong weakly supervised and
semi-supervised baseline methods. By further incorporat-
ing human-labeled data in a semi-supervised fashion, our
model outperforms state-of-the-art fully supervised mod-
els by a large margin (e.g., 8.3 micro- and 7.8 macro-
recall@50 improvements for predicate classification task in
Visual Genome evaluation). Based on the experiments, we
discuss multiple promising directions for future research.

Our contributions are threefold: (1) We propose vi-
sual distant supervision, a novel paradigm of visual rela-
tion learning, which can train scene graph models without
any human-labeled data, and also improve fully supervised
models. (2) We propose a denoising framework to alleviate
the noise in distantly labeled data. (3) We conduct compre-
hensive experiments which demonstrate the effectiveness of
visual distant supervision and the denoising framework.
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2. Related Work

Visual Relation Detection. Identifying visual relations be-
tween objects is critical for image understanding, which
have received broad attention from the community [29,
57, 13, 14, 7, 35, 3, 52]. Johnson et al. [21] fur-
ther formulate scene graphs that encode all objects and
their relations in images into structured graph representa-
tions. Tremendous efforts have been devoted to generating
scene graphs, including refining contextualized graph fea-
tures [6, 48, 26, 54], developing computationally efficient
scene graph models [25, 49, 58] and designing effective
loss functions [49, 59]. However, scene graph models usu-
ally require supervised learning on large amounts of human-
labeled data [29, 22].

Weakly Supervised Scene Graph Generation. To allevi-
ate the heavy reliance on human-labeled data, recent works
on scene graph generation have explored semi-supervised
and weakly supervised learning methods. Chen et al. [5]
propose to bootstrap scene graph models from several
human-labeled seed instances for each relation, which still
requires manual labor and is vulnerable to high variance.
Other works attempt to obtain weakly supervised relation
labels from the corresponding image captions. Peyre et
al. [32] propose to ground the labels to object pairs by im-
posing global grounding constraints [9]. To improve the
computational efficiency, Zhang et al. [58] design a network
branch to select a pair of object proposals for each relation
label. Baldassarre et al. [1] propose to first detect the rela-
tion via graph networks, and then recover the subject and
object of the predicted relation. Zareian et al. [53] reformu-
late scene graphs as bipartite graphs of objects and relations,
and align the predicted graphs to their weakly supervised la-
bels. However, since the weakly supervised relation labels
are parsed from the corresponding captions, the resultant
models will be biased towards the most salient relations, ig-
noring many less salient and background relations.

Textual Distant Supervision. In natural language process-
ing, there has been a long history of extracting relational
triples from text (i.e., textual relation extraction) to com-
plete knowledge bases [18, 31, 56, 60]. Supervised textual
relation extraction models are usually limited by the sizes
of human-annotated datasets. To address the issue, Mintz
et al. [30] propose to align Freebase [2], a world knowl-
edge base, to text to provide distant supervision for textual
relation extraction. Although both targeting at extracting
relations, we provide distant supervision for visual relation
learning by aligning commonsense knowledge bases with
visual concepts, in contrast to textual distant supervision
that aligns world knowledge bases with textual entities.

Learning with Noisy Labels. Visual distant supervision
may introduce noisy relation labels, which may hurt the per-
formance of scene graph models. In textual distant super-

vision, many denoising methods have been developed un-
der the multi-instance learning formulation [55, 28, 61, 15].
However, visual relation detection aims to extract relations
on instance level (i.e., predicting relation instances in spe-
cific images), whereas textual relation extraction focuses
on extracting global relations between entities (i.e., synthe-
sizing information from all sentences containing the entity
pair to identify their global relation). Therefore, denois-
ing methods for distantly supervised textual relation extrac-
tion cannot well serve visual relation detection. Previous
instance-level denoising methods have explored handling
noisy labels in image classification [19, 36, 44, 46, 24] and
object detection [23, 41, 10] based on internal data statistics.
In comparison, our denoising framework cannot only lever-
age internal data statistics, but can also be seamlessly in-
tegrated with external semantic signals and human-labeled
data for better denoising results.

3. Problem Definition

We first provide a formal definition of the problem and
key terminologies in our work.

Scene Graphs. Formally, a scene graph consists of the fol-
lowing elements: (1) Objects. Each object obj = (b, c)
is associated with a bounding box b ∈ R4 and a category
c ∈ C, where C is the object category set. (2) Relations,
with r ∈ R, where R is the relation category set (includ-
ing NA indicating no relation). Given an image, scene graph
models aim to extract the relational triple (s, r, o).

Knowledge Bases. Most knowledge bases store relations
between concepts in the form of relational triples (ci, r, cj).

Distantly Supervised and Semi-supervised Learning. In
the traditional fully supervised relation learning, human la-
beled data DL is required to train scene graph models.
In distantly supervised relation learning, where no human-
labeled data is available, we automatically create distantly
labeled data DS using images and knowledge bases to train
scene graph models. When human-labeled data DL is avail-
able, we can further leverage DS∪DL in a semi-supervised
fashion to surpass fully supervised models trained on DL.

4. Visual Distant Supervision

In this section, we introduce the assumption and ap-
proach of visual distant supervision, which aims to create
large-scale labeled data for visual relation learning.

The key insight of visual distant supervision is that visual
relational triples correspond to commonsense knowledge.
For example, the relational triple (person, riding, horse)
expresses the commonsense “person can ride horses”.
Therefore, commonsense knowledge bases can provide pos-
sible relation candidates between visual objects to distantly
supervise visual relation learning. To this end, we perform
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Figure 3. The denoising framework for visual distant supervision. The framework iteratively estimates the probabilistic relation labels
based on EM optimization, and can be realized in distantly supervised and semi-supervised fashion. Best viewed in color.

visual distant supervision by first constructing a common-
sense knowledge base, and then aligning it to images.
Knowledge Base Construction. Although several com-
monsense knowledge bases have been constructed [43], we
find that they cannot well serve visual distant supervision
due to their incompleteness. Therefore, instead of adopt-
ing existing knowledge bases, we automatically construct
a commonsense knowledge base by extracting relational
triples from Web-scale image captions. Specifically, we
extract relational triples from Conceptual Captions [40],
which contains 3.3M captions of images, using a rule-based
textual parser [39]. The resultant knowledge base contains
18, 618 object categories, 63, 232 relation categories and
1, 876, 659 distinct relational triples, where each object pair
has 1.94 relations on average.
Knowledge Base and Image Alignment. To align the
knowledge base and images, we need to obtain the bound-
ing boxes and categories of objects in each image. In this
work, we utilize the images and object annotations from Vi-
sual Genome, while obtaining object information in open-
domain images using object detectors [37] is also applica-
ble. After that, for each object pair, we retrieve all the rela-
tion labels in the knowledge base as relation candidates.

Nevertheless, we observe that directly performing distant
supervision will produce considerable noise. For example,
if there are multiple person and horse objects in an image,
there will be a riding relation label between each person
and horse pair. Inspired by previous works [54], we adopt a
simple but effective heuristic constraint to filter out a large
number of noisy labels. Specifically, we assign distant rela-
tion labels for an object pair only if the bounding boxes of
the subject and object have overlapping areas. After align-
ment, the relation labels from distant supervision can cover
70.3% relation labels from Visual Genome.

5. Denoising for Visual Distant Supervision
The relation labels from distant supervision can be read-

ily used to train any scene graph models. However, distant
supervision may introduce noisy relation labels, which may
hurt the model performance. To alleviate the noise in visual
distant supervision, we propose a denoising framework, as

shown in Figure 3. Regarding the ground-truth relation la-
bels of distantly labeled data as latent variables, we itera-
tively estimate the probabilistic relation labels, and elimi-
nate the noisy ones to train any scene graph models. The
framework can be realized by optimizing the coherence of
internal statistics of distantly labeled data, and can also be
seamlessly integrated with external semantic signals (e.g.,
image-caption retrieval models), or human-labeled data to
achieve better denoising results. In this section, we in-
troduce the framework in distantly supervised and semi-
supervised settings respectively. We refer readers to the ap-
pendix for the pseudo-code of the framework.

5.1. Distantly Supervised Framework

In distantly supervised framework, where only distantly
labeled data DS is available, we aim to refine the proba-
bilistic relation labels of DS iteratively by maximizing the
coherence of its internal statistics using EM optimization.

E step. In the E step of t-th iteration, we estimate the labels
of distantly labeled data to obtain Dt

S = {(s, rt, o)(k)}Nk=1,
where rt indicates the latent relation between the object pair
(s, o) in an image.1 Specifically, rt ∈ R|R| is a probabilis-
tic distribution over all relations in R, which comes from
either (1) raw labels from distant supervision (in the initial
iteration), or (2) probabilistic relation labels estimated by
the model. Given an object pair (s, o), we denote the set of
retrieved distant labels as R(s,o). Note that during the EM
optimization, we only refine the distant labels in R(s,o), and
keep rti = 0, if ri ̸∈ R(s,o).

(1) In the initial iteration (i.e., t = 1), the relation labels
are assigned by aligning knowledge bases and images (see
Section 4), denoted as follows:

d = Ψ(s, o,Λ), (1)

where Λ is the knowledge base, Ψ(·) is the alignment oper-
ation. d is a multi-hot vector where di = 1 if ri ∈ R(s,o)

and otherwise 0.
We argue that when available, external semantic signals

are useful in distinguishing reasonable distant labels from

1We omit the superscript k in the following for simplicity.
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noisy ones. Without losing generality, in this work, we
adopt CLIP [34], a state-of-the-art cross-modal representa-
tion model pre-trained on large-scale image-caption pairs2,
to measure the semantic relatedness between a textual rela-
tional triple from distant supervision, and the corresponding
visual object pair. Specifically, given an object pair, we ob-
tain the visual input by masking the area in the image that
is not covered by the bounding boxes of the object pair. To
obtain the textual input, we simply concatenate the subject,
relation and object in the relational triple into a text snip-
pet. Then the visual and textual inputs are fed into CLIP
to obtain their unnormalized relatedness score (i.e., cosine
similarity), summarized as follows:

αi = Φ(v, ui), (2)

where v is the visual input of the object pair, ui is the tex-
tual input of the distantly labeled relation ri, Φ(·, ·) denotes
external semantic signals, and αi is the relatedness score.
After that, we normalize the relatedness score to obtain the
probabilistic relation distribution over R(s,o):

ei =
exp(αi)∑|R|

j=1 1[dj = 1] exp(αj)
, ri ∈ R(s,o), (3)

where 1[x] is 1 if x is true otherwise 0. e is the probabilis-
tic relation distribution given by external semantic signals,
where ei = 0 if ri ̸∈ R(s,o).

The relation distribution can then be initialized by r1 =
e. Note that external signals are not necessarily required by
the framework (i.e., initialize r1 = d when such external
signals are not available).

(2) In the non-initial iterations (i.e., t > 1), we infer
the probabilistic relation distribution by the convex combi-
nation of the internal prediction from scene graph models,
and external semantic signals:

rti = ωfi(s, o; θ
t−1) + (1− ω)ei, (4)

where fi(s, o; θ
t−1) is the probability of ri from the scene

graph model with parameter θt−1. Here fi(s, o; θ
t−1) is

obtained by normalizing the relation logits over R(s,o) as
in Equation 3. ω ∈ [0, 1] is a weighting hyperparameter,
where ω = 1 when external signals are not available.

We note it is possible that none of the distant labels be-
tween (s, o) are correct (see (person, beach) in Figure 1 for
example). Therefore, we eliminate noisy object pairs from
Dt

S , by discarding object pairs with top k% NA relation log-
its given by the scene graph model.

2In the distantly supervised framework, we are careful to not introduce
human annotated relation data in any component. The knowledge base is
constructed using a rule-based method from image captions, and CLIP is
pre-trained on image-caption pairs only.

M step. In the M step, given the distant labels from the E
step, we optimize the scene graph model parameters θt−1

by maximizing the log-likelihood of Dt
S as follows:

θt = argmax
θ

Lp(D
t
S ; θ

t−1), (5)

where Lp(D
t
S ; θ

t−1) is the entropy-based log-likelihood
function, which incorporates the probabilistic relation dis-
tribution of Dt

S in a noise-aware approach as follows:

Lp(D
t
S ; θ

t−1) =
∑

(s,rt,o)∈Dt
S

|R|∑
i=1

rti(1[di = 1] log fi(s, o; θ
t−1)

+ 1[di = 0] log(1− fi(s, o; θ
t−1))), (6)

where θ0 is randomly initialized.

5.2. Semi-supervised Framework

Distantly supervised models can be further integrated
with human-labeled data to surpass fully supervised mod-
els. In fact, we find after pre-training on distantly super-
vised data (see Section 5.1), simple fine-tuning on human-
labeled data can lead to significant improvements over fully
supervised models. This simple pre-training and fine-tuning
paradigm is appealing, since it does not change the number
of parameters, architectures and overhead in training spe-
cific downstream scene graph models.

Nevertheless, we find closely integrating human-labeled
data in the denoising framework can yield better perfor-
mance, since coherence can be achieved between distantly
labeled data DS and human-labeled data DL for mutual en-
hancement. Our semi-supervised framework largely fol-
lows the distantly supervised framework in Section 5.1,
where we estimate probabilistic relation labels in E step,
and optimizing model parameters in M step. To integrate
human-labeled data, we further decompose the M step into
two sub-steps: pre-training on distantly labeled data (M1
step), and fine-tuning on human-labeled data (M2 step).

E step. In the E step of t-th iteration, we estimate the labels
of distantly supervised data Dt

S . Here rt is obtained by (1)
first obtaining raw distant labels d as in Equation 1, and
(2) then estimating probabilistic relation labels by the fine-
tuned scene graph model as follows:

rti = fi(s, o; θ
t−1
2 ), ri ∈ R(s,o), (7)

where fi(·; θt−1
2 ) is the fine-tuned scene graph model from

the M2 step of the previous iteration. In the initial iteration,
fi(·; θ02) is initialized by a fully supervised model. Note
Equation 7 does not include external semantic signals, since
models fine-tuned on human-labeled data can provide more
direct denoising signals. After that, we discard noisy object
pairs (see Section 5.1). To better cope with the fine-tuning
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Models
Predicate Classification Scene Graph Classification Scene Graph Detection

Mean
R@50 R@100 mR@50 mR@100 R@50 R@100 mR@50 mR@100 R@50 R@100 mR@50 mR@100

B
as

el
in

es

Freq [54]* 20.80 20.98 - - 10.92 11.08 - - 11.01 11.64 - - -
Freq-Overlap [54]* 20.90 22.21 - - 9.91 9.91 - - 10.84 10.86 - - -
Decision Tree [33]* 33.02 33.35 - - 14.51 14.57 - - 12.58 13.23 - - -
Label Propagation [62]* 25.17 25.41 - - 9.91 9.97 - - 6.74 6.83 - - -
Weak Supervision† 44.96 47.19 24.58 27.14 19.27 19.93 6.97 7.54 19.78 21.33 5.01 5.41 20.76
Limited Labels [5] 49.68 50.73 37.43 38.91 24.65 25.08 13.30 13.94 22.87 24.16 12.66 13.39 27.23

D
S

(O
ur

s)

EXT 6.64 9.74 10.66 15.16 3.96 4.82 4.25 4.92 1.93 3.06 1.66 2.49 5.77
Raw Label 30.61 33.48 20.98 23.25 15.69 16.99 11.06 12.53 9.36 10.26 6.56 7.13 16.49
Raw Label + EXT 38.21 40.90 24.94 27.45 17.52 18.85 11.66 12.56 15.84 18.31 9.49 11.23 20.58
Motif† 48.88 51.73 34.40 39.69 23.15 24.18 15.81 16.66 18.73 22.10 10.89 13.34 26.63
Motif 50.23 53.18 33.99 40.62 24.90 26.00 16.50 18.03 20.09 22.74 12.21 14.42 27.74
Motif + DNS + EXT 53.40 56.54 37.68 41.98 26.12 27.46 17.20 18.39 23.69 25.59 13.84 15.23 29.76

FS Motif [54] 67.93 70.20 52.65 55.41 31.14 31.92 23.53 25.27 28.90 31.25 18.26 20.63 38.09

SS

Motif + Pretrain (Ours) 73.22 75.04 60.44 63.67 34.11 34.88 26.51 27.94 30.70 33.32 24.76 27.45 42.67
Motif + DNS (Ours) 76.28 77.98 60.20 63.61 35.93 36.47 28.07 30.09 33.94 37.26 23.90 28.06 44.31

Table 1. Main results of visual distant supervision (%). DS: distantly supervised, FS: fully supervised, SS: semi-supervised. EXT: external
semantic signal, DNS: denoising. * denotes results from Chen et al. [5], † indicates models trained on the images with captions.

procedure on human-labeled data, where models are usu-
ally optimized towards a single discrete relation label be-
tween an object pair, we discretize rt into a one-hot vector
r̂t, where r̂ti = 1, if i = argmaxj r

t
j .

M1 step. After obtaining the distant label r̂t from the E
step, we pre-train the scene graph model from scratch: θt1 =
argmaxθ Lq(D

t
S ; θ), where Lq is the cross-entropy based

objective as follows:

Lq(D
t
S ; θ) =

∑
(s,r̂t,o)∈Dt

S

|R|∑
i=1

1[r̂ti = 1] log fi(s, o; θ). (8)

M2 step. In the M2 step, we simply fine-tune the pre-
trained scene graph model on the human labeled data with
θt2 = argmaxθ Lq(DL; θ

t
1).

6. Experiments

In this section, we empirically evaluate visual distant su-
pervision and the denoising framework on scene graph gen-
eration. We also show the advantage of visual distant super-
vision in dealing with long-tail problems, and its promising
potential when equipped with ideal knowledge bases.

6.1. Experimental Settings

We first introduce the experimental settings, including
datasets, evaluation metrics and baselines.

Datasets. We evaluate our models on Visual Genome [22],
a widely adopted benchmark for scene graph genera-
tion [48, 54, 5, 53]. Each image in the dataset is manu-
ally annotated with objects (bounding boxes and object cat-
egories) and relations. In our experiments, during training

distant supervision is performed using the intersection of re-
lations from Visual Genome and the knowledge base. Dur-
ing evaluation, in the main experiments, we adopt the re-
fined relation schemes and data split from Chen et al. [5],
which removes hypernyms and redundant synonyms in the
most frequent 50 relation categories in Visual Genome, re-
sulting in 20 well-defined relation categories. We also re-
port experimental results on the Visual Genome dataset with
50 relation categories in appendix. We refer readers to the
appendix for more details about data statistics.

Evaluation Metrics. Following previous works [48, 54, 5],
we assess our approach in three standard evaluation modes:
(1) Predicate classification. Given the ground-truth bound-
ing boxes and categories of objects in an image, models
need to predict the predicates (i.e., relations) between object
pairs. (2) Scene graph classification. Given the ground-truth
bounding boxes of objects, models need to predict object
categories and relations. (3) Scene graph detection. Given
an image, models are asked to predict bounding boxes and
categories of objects, and relations between objects. We
adopt the widely used micro-recall@K (R@K) metric to
evaluate the model performance [48, 54, 5], which calcu-
lates the recall in top K relation predictions. To investigate
the model performance in dealing with long-tail relations,
we also report macro-recall@K (mR@K) [4, 45], which
calculates the mean recall of all relations in top K predic-
tions. Following Zellers et al. [54], we also report the mean
of these metrics to show the overall performance.

Baselines. We compare our models with strong baselines.
(1) The first series of baselines learn visual relations from
a few (i.e., 10) human-labeled seed instances for each re-
lation. Frequency-based baseline (Freq) [54] predicts the
most frequent relation between an object pair. Overlap-
enhanced frequency-based baseline (Freq-Overlap) [54]
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Models
Predicate Classification Scene Graph Classification Scene Graph Detection

Mean
R@50 R@100 mR@50 mR@100 R@50 R@100 mR@50 mR@100 R@50 R@100 mR@50 mR@100

D
S

Motif 50.23 53.18 33.99 40.62 24.90 26.00 16.50 18.03 20.09 22.74 12.21 14.42 27.74
Motif + Cleanness Loss [23] 51.10 54.23 34.69 42.67 24.06 24.98 16.46 18.56 21.94 23.89 13.21 14.49 28.36
Motif + DNS (iter 1) 50.23 53.18 33.99 40.62 24.90 26.00 16.50 18.03 20.09 22.74 12.21 14.42 27.74

+ DNS (iter 2) 51.54 54.53 36.93 41.97 24.81 26.08 16.13 17.56 22.83 24.36 13.48 14.45 28.72
Motif + DNS + EXT (iter 1) 52.82 55.98 36.25 41.66 25.79 26.98 17.39 18.56 22.63 25.12 13.30 15.40 29.32

+ DNS + EXT (iter 2) 53.40 56.54 37.68 41.98 26.12 27.46 17.20 18.39 23.69 25.59 13.84 15.23 29.76

FS Motif [54] 67.93 70.20 52.65 55.41 31.14 31.92 23.53 25.27 28.90 31.25 18.26 20.63 38.09

SS

Motif + DNS (iter 1) 73.50 75.33 61.40 65.20 35.39 35.98 28.71 30.25 34.83 37.68 24.78 27.90 44.25
+ DNS (iter 2) 76.28 77.98 60.20 63.61 35.93 36.47 28.07 30.09 33.94 37.26 23.90 28.06 44.31

Table 2. Experimental results of denoising visual distant supervision (%). Results of different denoising iterations are shown. DS: distantly
supervised, FS: fully supervised, SS: semi-supervised. EXT: external semantic signal, DNS: denoising.

further filters out non-overlapping object pairs. Following
Chen et al. [5], we also compare with learning Decision
Tree [33] from seed instances. (2) For semi-supervised
methods that further incorporate unlabeled data, following
Chen et al. [5], we compare with Label Propagation [62]
that propagates the labels of the seed data to unlabeled
data based on data point communities. Limited Labels [5]
is the state-of-the-art semi-supervised scene graph model,
which first learns a relational generative model using seed
instances, and then assigns soft labels to unlabeled data
to train scene graph models. (3) We also compare with
strong weakly supervised models (Weak Supervision†) that
are supervised by the relation labels parsed from the cap-
tions of the corresponding images [32, 58]. Specifically,
we use images with captions in Visual Genome to train the
weakly supervised model. We label the object pairs with
relations parsed from the corresponding caption, and em-
ploy the overlapping constraint to filter out noisy labels (see
Section 4). For fair comparisons, we also train a distantly
supervised model without denoising based on the same im-
ages with captions in Visual Genome (Motif†). (4) For
fully supervised methods, we compare with the strong and
widely adopted Neural Motif (Motif) [54]. For fair compar-
isons, all the neural models in our experiments are imple-
mented based on the Neural Motif model, with ResNeXt-
101-FPN [27, 47] as the backbone. (5) For denoising
baselines, we adapt Cleanness Loss [23] that heuristically
down-weight the relation labels with large loss. We refer
readers to the appendix for more implementation details.
Ablations. To investigate the contribution of each compo-
nent, we conduct ablation study. (1) In distantly supervised
setting, we perform distant supervision based on the gen-
eral knowledge base from Section 4. Raw Label predicts
relations by raw distant relation labels. EXT indicates ex-
ternal semantic signals. Motif denotes training on raw dis-
tant relation labels, and DNS denotes denoising based on
the proposed framework. (2) In semi-supervised setting, in
addition to distantly labeled data, we assume access to full
human-annotated relation data. Pretrain indicates directly
fine-tuning the model pre-trained on distantly supervised

data from the general knowledge base. DNS denotes de-
noising based on the targeted knowledge base constructed
from Visual Genome training annotations.

6.2. Effect of Visual Distant Supervision

We report the main results of visual distant supervision
in Table 1, from which we have the following observa-
tions: (1) Without using any human-labeled data, our de-
noised distantly supervised model significantly outperforms
all baseline methods, including weakly supervised meth-
ods and even strong semi-supervised approaches that uti-
lize human-labeled seed data. (2) By further incorporat-
ing human-labeled data, our semi-supervised models con-
sistently outperform state-of-the-art fully supervised mod-
els by a large margin, e.g., 8.3 R@50 improvement for
predicate classification. Specifically, simple fine-tuning
of the pre-trained model can lead to significant improve-
ment. Since the model is pre-trained on general knowledge
bases, it can also be directly fine-tuned on any other scene
graph dataset to achieve strong performance. Moreover, by
closely integrating human-labeled data and distantly labeled
data in the denoising framework, we can achieve even better
performance. (3) Notably, our models achieve competitive
macro-recall, which shows that our models are not biased
towards a few frequent relations, and can better deal with
the long-tail problem. In summary, visual distant supervi-
sion can effectively create large-scale labeled data to facili-
tate visual relation learning in both distantly supervised and
semi-supervised scenarios.

6.3. Effect of the Denoising Framework

The experimental results of denoising distant supervi-
sion are shown in Table 2, from which we observe that:
Equipped with the proposed denoising framework, our
models show consistent improvements over baseline mod-
els in both distantly supervised and semi-supervised set-
tings. Specifically, in distantly supervised setting, the model
performance improves with the iterative optimization of the
coherence of internal data statistics. Further incorporating
external semantic signals and human-labeled data cannot
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Models R@50 R@100 mR@50 mR@100

D
S

(O
ur

s) Raw Label 35.62 (+5.01) 39.78 (+6.30) 34.83 (+13.85) 39.45 (+16.20)

Raw Label + EXT 45.07 (+6.86) 49.00 (+8.10) 44.18 (+19.24) 48.56 (+21.11)

Motif 53.02 (+2.79) 56.31 (+3.13) 46.65 (+12.66) 50.90 (+10.28)

Motif + DNS + EXT 55.54 (+2.14) 58.99 (+2.45) 50.87 (+13.19) 55.69 (+13.71)

FS Motif [54] 67.93 70.02 52.65 55.41

Table 3. Experimental results of distant supervision with ideal
knowledge bases on predicate classification (%). We also show
the absolute improvements with respect to the results from general
knowledge bases. DS: distantly supervised, FS: fully supervised.

only boost the denoising performance, but also speed up the
convergence of the iterative algorithm. The reason is that
external semantic signals and human-labeled data can pro-
vide strong auxiliary denoising signals for both better ini-
tialization and iteration of the framework. The results show
that the proposed denoising framework can effectively alle-
viate the noise in visual distant supervision in both distantly
supervised and semi-supervised settings.

6.4. Analysis

Distant Supervision with Ideal Knowledge Bases. The
effectiveness of visual distant supervision may be limited
by the incompleteness of knowledge bases, and mismatch
in relation and object names between knowledge bases and
images. We show the potential of visual distant supervision
with ideal knowledge bases. Specifically, we construct an
ideal knowledge base from the training annotations of Vi-
sual Genome, which better covers the relational knowledge
in the dataset, and can be well aligned to Visual Genome
images. Experimental results are shown in Table 3, from
which we observe that: Equipped with ideal knowledge
bases, the performance of distantly supervised models im-
proves significantly. Notably, the macro-recall of the de-
noised distantly supervised model dramatically improves,
e.g., with 13.2 absolute gain in mR@50, achieving compa-
rable macro performance to fully supervised approaches.
Therefore, we expect visual distant supervision will even
better promote visual relation learning, given that knowl-
edge bases are becoming increasingly complete.

Human Evaluation. Since relations in existing scene graph
datasets are typically not exhaustively annotated, previous
works have concentrated on evaluating models with recall
metric [48, 54, 5]. To provide multi-dimensional evalua-
tion, we further evaluate the precision of our scene graph
models. Specifically, we randomly sample 200 images
from the validation set of Visual Genome. For each im-
age, we obtain 20 top-ranking relational triples extracted by
a scene graph model. Then we ask human annotators to la-
bel whether each relational triple is correctly identified from
the image. We show the human evaluation results in Ta-
ble 4, where micro- and macro-precision@K are reported.
(1) For raw labels from distant supervision, in addition to

Models P@10 P@20 mP@10 mP@20

D
S Raw Labels 12.07 10.85 11.41 12.04

Motif + DNS + EXT 31.93 25.29 24.79 20.79

FS Motif [54] 42.22 31.09 39.60 29.22

SS Motif + DNS 50.58 38.68 47.49 38.52

Table 4. Human evaluation results on predicate classification (%),
where micro- and macro-precision@K are reported. DS: distantly
supervised, FS: fully supervised, SS: semi-supervised.

the 10.9% strictly correct labels in top 20 recommenda-
tions, we find that 32.6% of the distant labels are plausible,
which also provides useful signals for visual relation learn-
ing. (2) The denoised distantly supervised model achieves
competitive precision. Moreover, compared to recall evalu-
ation, our semi-supervised model exhibits more significant
relative advantage over the fully supervised model. The re-
sults show that with appropriate denoising, distant supervi-
sion can lead scene graph models to strong performance in
both precision and recall.

7. Discussion and Outlook
In this work, we show the promising potential of visual

distant supervision in visual relation learning. In the fu-
ture, given the recent advances in textual relation extrac-
tion [28, 16, 51], we believe the following research direc-
tions are worth exploring: (1) Developing more sophisti-
cated denoising methods to better realize the potential of
visual distant supervision. (2) Completing commonsense
knowledge bases by extracting global relations between ob-
ject pairs from multiple images. (3) Reducing the overhead
and bias in annotating large-scale visual relation learning
datasets based on raw labels from distant supervision.

8. Conclusion
In this work, we propose visual distant supervision and a

denoising framework for visual relation learning. Compre-
hensive experiments demonstrate the effectiveness of visual
distant supervision and the denoising framework. In this
work, we denoise distant labels for each object pair in iso-
lation. In the future, we will explore modeling the holistic
coherence of the produced scene graph to better alleviate
the noise in visual distant supervision. It is also important
to investigate whether visual distant supervision will intro-
duce extra bias to scene graph models.
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