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Abstract

In this paper, we propose a Frequency-Aware Spatiotem-
poral Transformer (FAST) for video inpainting detection,
which aims to simultaneously mine the traces of video in-
painting from spatial, temporal, and frequency domains.
Unlike existing deep video inpainting detection methods
that usually rely on hand-designed attention modules and
memory mechanism, our proposed FAST have innate global
self-attention mechanisms to capture the long-range rela-
tions. While existing video inpainting methods usually ex-
ploit the spatial and temporal connections in a video, our
method employs a spatiotemporal transformer framework
to detect the spatial connections between patches and tem-
poral dependency between frames. As the inpainted videos
usually lack high frequency details, our proposed FAST syn-
chronously exploits the frequency domain information with
a specifically designed decoder. Extensive experimental re-
sults demonstrate that our approach achieves very compet-
itive performance and generalizes well.

1. Introduction

Video inpainting has attracted much attention over the
past years [18, 17, 35, 23, 6], which is a task of repairing
the missing or corrupter regions in a video sequence with
visually plausible pixels. Video inpainting has been widely
used as a video editing technique in multiple applications
such as video completion and virtual reality. However, the
increasing progress and rapid development of video inpaint-
ing also result in enticing malicious attackers to forge video
sequences to release some fake news, aiming to mislead the
direction of public opinion. Recently, as a consequence
of advances in deep learning, a variety of studies [15, 24]
have shown spectacular progress in video inpainting, which
enables editing the special area of a video, e.g. removing
objects that could be key evidence. Inpainted videos have
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Figure 1. Compared with the first video inpainting detection
method VDINet [39], we can observe that our FAST approach
can preserve more detailed information of prediction masks when
guaranteeing the temporal consistency.

become more and more difficult to be distinguished even by
eyes in pace with the remarkable success in video inpainting
methods. Furthermore, the misuse of video inpainting tech-
niques may pose potential threats and cause legal issues in
society. Therefore, there is a justified demand for effective
video inpainting detection methods, which attempt to detect
whether the videos presented are pristine or inpainted.

There have been a variety of studies about video inpaint-
ing [2, 15, 23, 17], which fall into two main classes: patch-
based methods and learning-based methods. However, there
is an important problem with the above two methods — the
video inpainting turns out to obtain corresponding pixels
from similar regions or frames, or learn related distributions
from similar scenes. Therefore, these methods inevitably
leave clues and artifacts such as the inconsistency between
regional pixels, sharp change at the edge of the regions and
the blurred area caused by the failure to acquire complete
distribution. Accordingly, more recent approaches have
been developed for inpainting detection, but most existing
inpainting detection methods are frame-level based on the
single input image. Further, [39] first proposed the LSTM-
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based framework combining both RGB image and ELA in-
formation to extract both spatial and temporal features for
video inpainting detection. In general, there still leaves a
clear gap in the experimental performance.

In this paper, we propose to learn frequency-aware spa-
tiotemporal transformers for video inpainting detection.
Actually, one of the most important things in video in-
painting detection is to discover the associations between
patches and frames. The exiting methods usually employ
attention models and memory mechanism, where the di-
rect and hard combination will lead to inconsistent pre-
diction results. Motivated by this, we construct the spa-
tiotemporal transformer including encoder and decoder to
capture the spatial and temporal artifacts using multihead
self-attention mechanism. Furthermore, we incorporate the
frequency-aware features as the auxiliary supervised infor-
mation into the prediction process so that the upsampling
operation for prediction masks is regularized to improve the
generalizability. Afterwards, we optimize the FAST frame-
work guided by the hybrid loss function which is directly
related to the evaluation metric and diminish the effect of
class imbalance existing in the datasets. Finally, we eval-
uated our framework both in-domain and cross-domain to
investigate both the performance and generalization.

To summarize, the contributions of our paper are three-
fold: (i) We first introduce the transformer-based frame-
work for video inpainting detection which can explore
the spatial and temporal information inside the inpainted
videos. (ii) We present the frequency-aware features and
augment the extracted features with frequency domain in-
formation to find tamper artifacts and manipulation clues
well-hidden in the RGB frames. (iii) Experimental re-
sults on the Davis Video Inpainting dataset and Free-form
Video Inpainting dataset show that our proposed frame-
work achieves very competitive performance even when
confronted with unseen approaches.

2. Related Work

Video Inpainting Detection: Existing video inpaint-
ing methods can be primarily divided into two classes:
patch-based methods and learning-based methods. Patch-
based methods aim to exploit the connection and similar-
ity between patches and frames. For example, Barnes et
al. [2] proposed to search for approximate nearest-neighbor
patches in the surrounding region recurrently to complete
the masked region. To handle dynamic scenes, Huang
et al. [15] adopted a non-parametric optimization-based
method to match patches and jointly utilize optical flow and
color as regularization. For the second class, learning-based
methods aim to utilize the deep network to learn semantic
representations. Recently, Kim ez al. [17] utilized the flow
loss and warping loss as additional constraints for inpaint-
ing the missing regions. To attend to the invisible infor-

mation from the reference images, Oh et al. [23] proposed
an asymmetric attention block to compute similarities in a
non-local manner. Lee ef al. [18] intended to copy and paste
reference frames to complete missing details.

At the same time, there have been several methods de-
veloped for the forensics of inpainting approaches. To re-
duce the high false alarm rates, Chang ef al. [5] adopted a
two-stage searching approach to search for the suspicious
regions and corresponding multi-region relations. After-
wards, Zhu et al. [40] adopted CNNs to detect inpaint-
ing patches within 256 x 256 images. Recently, Li et
al. [19] employed high-pass pre-filtering as the initializa-
tion of CNNss to distinguish high frequency residual of real
images from inpainted ones. To improve the generalization
and robustness, Zhou et al. [39] combined both RGB im-
age and ELA [31] information with Convolutional LSTM to
guarantee temporally consistent prediction. However, since
such approaches can not formulate consistent attention re-
sults along both spatial and temporal dimensions, there still
is a clear gap in the experimental performance.

Tranformers: Transformers have been successfully ap-
plied in natural language processing and machine transla-
tion [29, 8, 10, 34, 36]. Due to the core self-attention mech-
anism of transformers, researchers tend to utilize trans-
formers to model long-range dependencies [3, 14, 32, 30,
27]. Recently, transformers begin to achieve a series of
breakthroughs in computer vision tasks. DETR [4] uti-
lized a transformer encoder-decoder architecture for ob-
ject detection. In [11], transformers were directly ap-
plied to sequences of image patches embedding to con-
duct image classification, which achieved excellent perfor-
mance compared to state-of-the-art convolutional networks.
Furthermore, SETR [37] rethought semantic segmentation
from a sequence-to-sequence perspective with transformers.
Moreover, IPT [7] developed a new pre-trained transformer
model from low-level computer vision tasks. Meanwhile,
transformers have also draw significantly growing attention
in video processing. VisTR [33] viewed the video instance
segmentation task as a direct end-to-end sequence decoding
problem and accomplished sequence instance segmentation
with transformers. The above studies reveal the effective-
ness of transformers in computer vision tasks. However,
to the best of our knowledge, so far there exist no previ-
ous applications of transformers to video inpainting detec-
tion. Motivated by the fact that the transformers can both
model long-range dependencies to learn temporal informa-
tion across multiple frames and utilize self-attention mecha-
nisms to explore spatial features between patches. Thus, we
propose the FAST method for video inpainting detection.

3. Proposed Approach

In this section, we detail the frequency-aware spatiotem-
poral transformers for video inpainting detection. We first
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Figure 2. The overall network architecture of our FAST framework. For a series of video frames, we firstly adopt two linear projection
layers to map the image patches to vector embeddings along both spatial and temporal dimensions. Then we utilize transformer encoders
to obtain the hidden feature consist of spatial and temporal information. Meanwhile, we incorporate the frequency-aware features as an
auxiliary signal to assist the encoder to predict video inpainting detection results.

show how to construct the spatiotemporal transformer in-
cluding encoder and decoder. Then, we present the moti-
vation of frequency-aware features and propose the combi-
nation of RGB frames and spectrum signals. Finally, we
introduce how to optimize our FAST framework guided by
the hybrid loss function. Figure 2 shows the overall network
architecture of our proposed approach.

3.1. Spatiotemporal Transformer Networks

Images to Sequence: Following the typical transformer
encoder-decoder architecture, we first divide the input im-
age I into N patches, where N = % X % (i.e., the input
sequence length) and the patch size is .S. Additionally, the
patch size S is usually set to 16. Then, we obtain a sequence
of flattened 2D patches {I; € RS *C|i = 1,.., N}, where C
denotes the image channels. As for video inpainting detec-
tion task, we normally input the video clips to the network
so that there are several input images. We choose 7" + 1
frames, £ frames are in front of the (% + 1)-th input im-
age, and the rest are behind. Thus, we can perform image
division for all the frames as above and the ¢-th flattened 2D
patches are {I¢ € RSQ'CH =1, ,N,t=1,..,T+1}.

We first utilize a trainable linear projection to map the
vectorized patches I’ into a latent Dy-dimensional embed-
ding space along the spatial dimension. Then we repeat the
similar operation along the temporal dimension. To encode

the patch spatial and temporal information, we adopt learn-
able position embeddings which are directly added to the
above patch embeddings to preserve positional information
as follows:

Zy = E(IE)EO + Eposa (1)

where Eq € R(5*©)xDo denotes the spatial patch embed-
ding projection, E € RW-(T+HN) denotes the temporal
patch embedding projection and E,,s € RYV*? is the posi-
tion embedding.

Transformer Encoder: There exist L layers of Multi-
head Self-Attention (MSA) module and Multi-Layer Per-
ceptron (MLP) blocks in the transformer encoder. Conse-
quently, the output of the ¢-th layer can be formulated as
follows:

2( = MSA(LN(Zg_l)) + 2y, (2)
7y = MLP(LN (2¢)) + %, (3)

where LN (-) is the layer normalization operator, Z, is the
intermediate output variable of the MSA module, z;_; and
z; denotes encoded image representations served as the in-
put and output. We show the structure of a transformer layer
in Figure 2.

Decoder Designs: Follow SETR [37], for the decoder
part, we also adopt the simple progressive upsampling
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Figure 3. The process to obtain our proposed frequency-aware fea-
tures. We can observe that the decomposed frequency-aware im-
ages reveal the inpainting artifacts having different frequency do-
main distribution with the untouched regions (best viewed digi-
tally, in color and with zoom).

(PUP) approach. Moreover, we first reshape the final en-
coder output z! back to x? € R76* 15 %P0 which denotes
a 2D feature map with 2 x ¥ size and Dy channels. Af-
terwards, we utilize three sequential standard upsampling-
convolution layers to increase the feature map resolution,
where we obtain x! € R%X%XDH x2 € RT*TxD2 gpd
x3 € R2 %2 D5 _respectively. These feature maps of var-
ious scales x°, x! and x2 are reshaped to the same size
for late combination with the frequency-aware features. We

show the structure of the decoder in Figure 2.

3.2. Frequency-aware Features

Recently, the video inpainting approaches usually in-
paint the specific regions with their surrounding patches
to appear realistic. As a result, it is difficult to acquire a
mapping directly from the inpainted RGB frames to cor-
responding binary ground truth masks. Therefore, a vari-
ety of studies tend to learn multimodal features for general
video inpainting detection. For example, [39] proposes to
combine RGB features with error level analysis (ELA) in-
formation [31] which is designed to disclose regions con-
taining inconsistent compression artifacts. Besides, several
attempts have been made for image forgery detection using
frequency domain clues [13]. To mitigate the limits of RGB
frames, we augment the extracted features with frequency
domain information.

Normally, the researchers would utilize DFT or DCT
to transfer an image to frequency domain, and here we
choose the Discrete Cosine Transform (DCT) [1] consid-
ering its wide applications in computer vision tasks and
regular distribution of spectrum. Afterwards, as for an in-
put image I, we can get the frequency domain map M:
M = T(I), where T denotes the DCT. To obtain more
detailed and meticulous frequency domain information, we
employ n frequency band-pass filter { f1, fo, ..., fn} to de-
compose frequency domain map into a series of indepen-

dent parts. Subsequently, we design f; as a binary map so
that we can achieve the decomposed spectrum by doing dot-
product of f; and M. Actually, the hand-crafted transforma-
tions DCT fails to handle the shift-invariance and explore
local consistency which are very significant in the inpainted
images. Finally, we can obtain the decomposed frequency-
aware images as follow:

L=T YTMof) )

where I; is the i-th decomposed frequency-aware image and
i={1,2,...,n}. T~! denotes the Inversed Discrete Cosine
Transform (IDCT) and © is the element-wise product.

We choose to set n to 3 and there are two reasons for
this: on the one hand, we will stack these components later
along the channel axis to keep consistent with the input
RGB frames. On the other hand, we can decompose fre-
quency domain information into common high-pass, mid-
pass and low-pass signals which are regularly distributed in
the spectrum. Similar to [26], from low frequency to high
frequency, we split the spectrum into 3 bands following the
equal energy principle. After we inversely transformed the
decomposed frequency components to the spatial domain,
we finally obtain a series of decomposed frequency-aware
images. Then, we stack these components along the channel
axis and input the stacked feature map into a CNN back-
bone. The feature map is progressively downsampled to
% X % and we utilize the CNN to explore enriched dis-
criminative information. We take three outputs from first
(1 € RZX5xC1) gecond (z2 € RT*T*C2) and third
(z3 € R¥ %% %05) plocks to match with the output from
transformer decoder.

3.3. Loss Function

As for video inpainting methods, the user tends to re-
move some objects or repair local missing regions. There-
fore, the inpainted regions are usually much smaller than
the natural ones. Thus, when we train the network to predict
mask, there will exist a class imbalance which the standard
CE loss fails to handle. The CE loss tends to focus on the
majority of negative samples and leads to a low true posi-
tive rate to misclassify inpainted regions. Consequently, we
adopt the focal loss proposed in [20] to lessen the effect of
class imbalance. The Focal loss is a kind of general CE
loss and we can regard CE loss as a special case of Focal
loss. The Focal loss assigns an extra factor to the original
cross entropy term, so the loss can control the gradient of
different imbalanced samples. We use Focal loss which is
formulated as:

LFocal(ya g) = Z « (1 - g)’y * y log (:‘))
30 - ) (1 - ) log (1)

where y denotes pixel from the binary ground truth mask
and ¢ denotes the corresponding prediction pixel. « and

®)
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are hyperparameters.

In addition, we employ the mean Intersection of Union
(mIoU) as our evaluation metric for video inpainting detec-
tion. As a result, to foster more intersection between the
prediction mask and the binary ground truth, we adopt IoU
score [28] as our loss function :

DY*Y

y+y—yxy) +e

LI U(y7g) =1- (6)
° >
where we set a hyperparameter e which is just a small num-
ber to evade zero division.
Finally, the hybrid loss function for supervising the pre-
dictions is defined as follows:

L(yv g) = /\1LFocal(y7 g]) + >\2LIQU(y7 Q) (7)

There are two loss functions playing a significant role in
the optimization, the Focal loss assists the network to al-
leviate class imbalance and pay attention to hard samples.
Furthermore, the IoU loss directly measures the evaluation
metric and guides the framework to predict inpainted re-
gions more and more accurately.

4. Experiment

In this section, we evaluated our proposed method com-
pared with previous image/video inpainting detection ap-
proaches. Then, we conducted experiments on video in-
painting datasets from various widely used methods. More-
over, we investigated the robustness analysis and ablation
study of our approach. Finally, we presented both quantita-
tive and qualitative results.

4.1. Dataset and Metrics

We evaluated our framework both in-domain and cross-
domain to investigate both the performance and generaliza-
tion. For this reason, following [39], we chose Davis Video
Inpainting dataset (DVI) and Free-form Video Inpainting
dataset (FVI) to conduct various experiments, where there
existed different approaches performing state-of-the-art for
video inpainting task. Here we provide a brief description
of these two datasets:

e DVI: Considering that DAVIS 2016 [25] is one of the
most famous benchmarks for video inpainting, which
contains 50 videos in total, we evaluated our proposed
FAST on DVI dataset for video inpainting detection.
We obtained inpainted videos utilizing three SOTA
video inpainting approaches — VI [17], OP [23] and
CP [18], regarding the ground truth mask as reference.
We chose two out of all the three kinds of inpainted
DAVIS videos for both training and testing. After that,
we conducted additional cross-domain testing using
the left kind of videos to test the generalization. We
followed the original training/test set split.

e FVI: We conducted an additional evaluation on FVI
dataset to investigate the generalization on different
datasets. FVI dataset [6] consists of 100 test videos,
which are used for multi-instance object removal and
closer to the real-world scenario. We directly applied
the approach proposed in [6]to acquire the correspond-
ing 100 inpainted videos. To present the generalization
of our proposed approach, we utilized the model which
was trained on VI and OP inpainted DAVIS videos to
directly test on FVI dataset.

We adopted the F} score and mean Intersection of Union
(IoU) between the prediction masks the ground truth as
evaluation metrics. Further, we reported the Area Under
the Receiver Operating Characteristic Curve (AUC) as an
additional evaluation metric.

4.2. Implementation Details

We implemented our FAST framework using the Py-
Torch package. For the specific transformer-based encoder,
we directly adopted ViT [11] network. Moreover, all the
Transformer backbones (i.e., ViT) were pretrained on the
ImageNet [9] dataset. Unless otherwise specified, the in-
put image resolution and patch size .S were set as 224 x224
and 16. As a result, we needed to cascade four consecu-
tive 2x upsampling blocks in PUP approach to recover the
full resolution. Furthermore, we set the length of our video
clips to 3 frames during training due to GPU memory lim-
itation. We utilized SGD as the optimizer and set learning
rate, momentum and weight decay as 0.01, 0.9 and le-4.
The default batch size was set to 16 for both Davis Video
Inpainting dataset and Free-form Video Inpainting Dataset.

4.3. Results on Davis Video Inpainting Dataset

We first evaluated our proposed method on DVI dataset
and compared our proposed framework with existing video
inpainting detection method VIDNet[39], video segmenta-
tion method COSNet [21] and manipulation detection meth-
ods consisting of NOI [22], CFA [12], HPF [19] and GSR-
Net [38]. As for the various network architectures in [39],
we adopted the VIDNet-IN framework which performs best
in general. To explore the effect of different video inpaint-
ing methods, we tested all the models on one video inpaint-
ing method and trained on the other two.

Table 1 shows the results of different video inpainting
detection methods, where bold numbers represent the best
results. First, most existing manipulation detection meth-
ods are designed to obtain tamper artifacts in the images.
Moreover, video segmentation method COSNet tends to ob-
tain the flow difference between sequential frames to predict
segmentation of objects. Therefore, these methods fail to
achieve good performance. Recently, the first video inpaint-
ing detection framework VIDNet can learn temporal infor-
mation between the frames and yields better performance.
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Table 1. Comparison results on DVI dataset. We trained the model on DVI dataset inpainted by VI and OP methods, OP and CP methods,

and VI and CP methods respectively (denoted as “*’).

VI* oPp* Cp VI oP* CP* VI* orP CP*
Methods mloU/F1 mloU/F1 mloU/F1 ‘ mloU/F1 mloU/F1 mloU/F1 ‘ mloU/F1 mloU/F1 mloU/F1
NOI [22] 0.08/0.14  0.09/0.14 0.07/0.13 | 0.08/0.14  0.09/0.14  0.07/0.13 | 0.08/0.14  0.09/0.14 0.07/0.13
CFA [12] 0.10/0.14  0.08/0.14  0.08/0.12 | 0.10/0.14  0.08/0.14  0.08/0.12 | 0.10/0.14  0.08/0.14  0.08/0.12
COSNet [21] 0.40/0.48 0.31/0.38  0.36/0.45 | 0.28/0.37 0.27/0.35 0.38/0.46 | 0.46/0.55 0.14/0.26  0.44/0.53
HPF [19] 0.46/0.57 0.49/0.62  0.46/0.58 | 0.34/0.44 0.41/0.51 0.68/0.77 | 0.55/0.67 0.19/0.29 0.69/0.80
GSR-Net [38] 0.57/0.69  0.50/0.63  0.51/0.63 | 0.30/0.43 0.74/0.82  0.80/0.85 | 0.59/0.70  0.22/0.33  0.70/0.77
VIDNet [39] 0.59/0.70  0.59/0.71 0.57/0.69 | 0.39/0.49 0.74/0.82 0.81/0.87 | 0.59/0.71  0.25/0.34  0.76/0.85
FAST (ours) 0.61/0.73  0.65/0.78  0.63/0.76 | 0.32/0.49  0.78/0.87 0.82/0.90 | 0.57/0.68 0.22/0.34  0.76/0.83

Table 2. Frame-level results for inpainting classification AUC
comparison. We trained the models on VI and OP inpainted
DAVIS videos (denoted as ‘*’) and tested the models on all the
three inpainting approaches.

Methods vI*  OP* Ccp

HPF [19] 0.718 0.640 0.845
GSR-Net [38] 0.762 0.758 0.834
VIDNet [39] 0.778 0.768 0.884
FAST (ours) 0.795 0.787 0.898

For all the three experimental settings, our FAST outper-
forms other approaches on all the untrained video inpainting
approaches which presents the powerful generalization of
our approach. Furthermore, our FAST achieves very com-
petitive performance compared with other approaches on
all the trained video inpainting approaches which presents
the advantages of our approach to acquire inpainting arti-
facts distributed in the videos. Nevertheless, our FAST only
achieves the second best result, which may be due to the
significant difference between VI inpainting videos and CP
inpainting ones.

Following [16] and [39], we also try to investigate the
ability of our proposed approach to distinguish between
original videos frames and inpainted ones. Same as above,
we conducted the experiment with models trained on VI
and OP inpainting approaches. Specially, we gave the in-
painted frames positive labels and added the natural unin-
painted frames to test sets as negative samples for additional
evaluation. Moreover, we obtained a frame-level score by
averaging the prediction result of all frames. Finally, we ac-
quired the AUC classification performance of all the mod-
els. From table 2, we can observe that our model achieves
the best performance compared to other models for all the
three inpainting approaches. This suggests that our FAST
framework successfully learn how to acquire discriminative
information between inpainted and original videos.

4.4. Ablation Study

We conducted four ablation studies on DVI dataset to in-
vestigate the effects of different individual components in
our framework. Also, we conducted the experiment with
models trained on VI and OP inpainting approaches. The

Table 3. Evaluation of different components of our proposed
framework on DVI dataset. We trained the models on VI and OP
inpainted DAVIS videos (denoted as “*’).

VI* OoP* CP
Methods mloU/F1  mloU/F1 mloU/F1
Ours one frame 0.57/0.68  0.53/0.60 0.51/0.61
Ours w/0 Local 0.57/0.66  0.58/0.74  0.59/0.70
Ours w/o Ly 0.58/0.68  0.59/0.73  0.59/0.72
Ours w/o FAF 0.55/0.64 0.51/0.62 0.48/0.54
FAST (ours) 0.61/0.73  0.65/0.78 0.63/0.76

ablation study consists of five settings which respectively
adopt different network architectures. First, we only input
one frame to our FAST framework to conduct experiments.
Second, we dropped the Focal loss Loy in the hybrid loss
function. Third, we dropped the IoU loss Loy in the hybrid
loss function. Then, we gave up the frequency-aware fea-
tures (FAF) and generate the prediction map directly using
output of the transformer encoder. Finally, the last model
was just our proposed FAST approach. The ablation study
results are shown in Table 3.

From table 3, we can observe that our proposed FAST
without frequency-aware features perform worse than other
models. Similarly, we conducted the experiment with mod-
els trained on VI and OP inpainting approaches. This is
perhaps because the frequency-aware features can explore
the inpainting artifacts hidden in the RGB frames and the
combination of frequency domain features and spatial do-
main information improve the discriminative ability of the
model. Moreover, we can observe that our model does not
perform well without any loss function, and it suggests that
these two loss functions both play an important role in opti-
mizing the FAST model and promoting the evaluation per-
formance. In addition, the IoU loss Lj,y occupies a slightly
more important position because it is directly related to the
evaluation metric. Obviously, the FAST with one frame in-
put fails to perform well. This model can only formulate
the spatial attention between image patches, ignoring the
important temporal connections between video frames. Fur-
thermore, we believe that the performance of FAST will get
better and better as the number of frames increases within a
certain range.
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Figure 4. Comparison results under different perturbations. We chose the quality factor with 90 and 70 for perturbation in JPEG compres-
sion. We chose SNR 30dB and 20dB for perturbation in noise. From the left column to right, the results are respectively on VI, OP and CP
inpainting. We adopt ‘*’ to denote the inpainting methods which the model was trained on.

4.5. Robustness Analysis

We conducted experiments under various perturbations
to study the robustness of our FAST approach under JPEG
and noise perturbation. First, as for JPEG perturbation, we
compressed the input frames with 70 and 90 JPEG quality
factor. Further, for noise perturbation, we added Gaussian
noise to the test video frames with Signal-to-Noise Ratio
(SNR) 20 and 30 dB.

The robustness analysis results suggest that our FAST
approach performs well for the robustness under differ-
ent perturbations. Because we introduce many high fre-
quency noises, there is a dramatic drop in HPF for per-
turbation compared to other methods. However, VIDNet
suffers more from JPEG perturbation than Noise perturba-
tion, because VIDNet utilizes the ELA features which are
very sensitive to the JPEG compression. Finally, our FAST
approach achieves the best robustness and only performs a
small degradation under different perturbations, because we
introduce the frequency-aware features focused on enriched
information with different decomposed frequency compo-
nents.

4.6. Results on Free-form Video Inpainting Dataset

To further study the problem of generalization, we evalu-
ated our proposed method on FYI dataset. Moreover, we in-
vestigated the generalization between different datasets in-
stead of various video inpainting approaches. The models
were all trained on VI and OP inpainting methods and the
generalization analysis results are shown in Table 4. All the
proposed approaches suffer from the performance degrada-

Table 4. Comparison results on FVI dataset. We trained the model
on DVI dataset inpainted by VI and OP methods and directly tested
it on FVI dataset.

FVI

Methods mloU/F1

NOI [22] 0.062/0.107
CFA [12] 0.073/0.122
HPF [19] 0.205/0.285
GSR-Net [38] 0.195/0.288
VIDNet [39] 0.257/0.367
FAST (ours) 0.285/0.359

tion when applied for cross-datasets testing because there
are significant differences between the two datasets and in-
painting approaches. However, our method still achieves
competitive generalization compared to existing methods
due to the combination with frequency-aware features and
utilization of temporal information.

4.7. Qualitative Results

Figure 5 indicates the visualization results of our pro-
posed FAST compared with other approaches under the
same setting. We can observe that our approach can pre-
dict the masks closest to the ground truth, because our
frequency-aware features extract discriminative information
and the spatiotemporal transformer formulate the temporal
connections. Specifically, HPF tends to misclassify the real
regions due to limits of single input modality. Furthermore,
GSR-Net conducts frame-level inpainting detection so that
the results are not temporally consistent. The VIDNet uti-
lizes the temporal information to maintain consistency, but
the prediction results miss some details.
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Figure 5. Qualitative visualization results on DVI dataset. From the first row, we present the inpainted video frames. From the second to
the fifth row, these images show the final prediction results of different methods and we utilize the green mask to highlight the results. The
sixth row is the ground truth (best viewed digitally, in color and with zoom).

5. Conclusions

In this paper, we have proposed to learn frequency-aware
spatiotemporal transformers for video inpainting detection,
aiming to simultaneously mine the spatial, temporal, and
frequency-aware traces of inpainted videos. While exist-
ing deep video inpainting detection methods usually rely on
hand-designed attention modules and memory mechanism,
our proposed FAST possesses innate global self-attention
mechanisms to capture the long-range dependency. Further-
more, we adopt a spatiotemporal transformer to detect the
spatial connections between patches and temporal depen-
dency between frames. Because the inpainted videos usu-
ally lack high frequency details, we employ a specifically

designed decoder to synchronously exploit the frequency
domain information. Experimental results have shown that
our approach achieves very competitive performance.
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