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Abstract

Image captioning is an important task for benchmarking
visual reasoning and for enabling accessibility for people
with vision impairments. However, as in many machine
learning settings, social biases can influence image cap-
tioning in undesirable ways. In this work, we study bias
propagation pathways within image captioning, focusing
specifically on the COCO dataset. Prior work has ana-
lyzed gender bias in captions using automatically-derived
gender labels; here we examine racial and intersectional
biases using manual annotations. Our first contribution is
in annotating the perceived gender and skin color of 28,315
of the depicted people after obtaining IRB approval. Us-
ing these annotations, we compare racial biases present in
both manual and automatically-generated image captions.
We demonstrate differences in caption performance, sen-
timent, and word choice between images of lighter versus
darker-skinned people. Further, we find the magnitude of
these differences to be greater in modern captioning sys-
tems compared to older ones, thus leading to concerns that
without proper consideration and mitigation these differ-
ences will only become increasingly prevalent. Code and
data is available at https://princetonvisualai.
github.io/imagecaptioning-bias/.

1. Introduction

Computer vision applications have become ingrained in
numerous aspects of everyday life, and problematically, so
have the societal biases they contain. For example, gender
and racial biases are prevalent in image tagging [62, 7] and
image search [39, 52]; visual recognition models have dis-
parate error rates across demographics and geographic re-
gions [ 16, 24]. The perpetuation and amplification of social
biases precipitate the need for a deeper exploration of these
systems and of the bias propagation pathways.

We focus on the task of image captioning: the process of
generating a textual description of an image [09, 50, 76, 48,

, 33]. This task serves as an important testbed for visual
reasoning and can improve accessibility of digital images
for people who are blind or low vision.

In this work, we assess the pathways for bias propa-

gation: from the images, to the manual captions, and fi-
nally to the automatically generated captions. We focus
our attention on studying the Common Objects in Context
(COCO) [47, 19] dataset; it is a widely used image cap-
tioning benchmark [32], thus making any biases especially
problematic [22]. We collect both skin color and perceived
gender annotations on 28,315 of the people in the COCO
2014 validation dataset after obtaining IRB approval. This
data allows us (and future researchers) to analyze dispari-
ties in image captioning (and other visual recognition tasks)
across different demographics. Concretely, we observe:

» The dataset is heavily skewed towards lighter-skinned
(7.5x more common than darker-skinned) and male
(2.0x more than female) individuals.! Further, darker-
skinned females are especially underrepresented, ap-
pearing 23.1x less than lighter-skinned males.

* There are racial terms (including racial slurs) in the
manual captions. The racial descriptors are not learned
by the older captioning systems [59, 50], but are
learned by the newer transformer-based models [67]
— although the slurs do not yet appear to be learned.

» Image captioning systems perform slightly better (ac-
cording to CIDEr [68] and BLEU [55], although not
SPICE [2]) on images of lighter-skinned people. This
is consistent with disparate accuracies on e.g., pedes-
trian detection [73] and facial recognition [16].

 There are visual differences in the depictions of lighter
and darker-skinned individuals. For example, lighter-
skinned people tend to be pictured more with indoor
and furniture objects, whereas darker-skinned people
tend to be more with outdoor and vehicle objects.

» Even after controlling for visual appearance, the cap-
tions still differ in word choices used to describe im-
ages with lighter versus darker-skinned individuals.
This is particularly apparent in the manual captions
and in modern transformer-based systems.

Our work lays the foundation for studying bias propaga-
tion in image captioning on the popular COCO dataset.

IThe gender disparity was previously observed in [78] although with
automatically-inferred rather than manually-annotated labels.
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Data and code is freely available for research pur-
poses at https://princetonvisualai.github.
io/imagecaptioning-bias/.

2. Related Work

Presence of dataset bias. Our work follows a long line
of literature identifying, analyzing, and mitigating bias in
machine learning systems. One key facet of this discus-
sion is the bias in datasets used to train models. Under the
framework of representational harms [14, 6], there is com-
monly a lack of representation [ 16, 74] and stereotyped por-
trayal [17, 62, 54, 65] of certain marginalized demographic
groups. Along with many ethical concerns [56, 66], these
dataset biases are problematic because they can propagate
into models [15, 17]. In this work we analyze the biases
present in a commonly-used image captioning benchmark,
COCO [47, 19], using our new crowdsourced annotations.

Mitigating dataset bias. The root causes of dataset bias are
complex: they stem from bias in image search engines [52],
data collection practices [74, 24], and real-world disparities.
Proposed solutions to dataset bias include new data collec-
tion approaches [38, 35], manual data cleanup [74, 75], syn-
thetic data generation [58, 20, 60] — or, in extreme cases,
even withdrawing the dataset after insurmountable biases
have been identified [13]. Researchers have advocated for
increased transparency of datasets [27, 35], including de-
veloping tools to steer researcher intervention [8, 70]. Our
work does not aim to mitigate dataset bias but instead to ar-
ticulate its impact on downstream image captioning models.

Algorithmic bias mitigation. In tandem with efforts to
reform data collection, a variety of algorithmic bias miti-
gation techniques have been proposed; see e.g., Hutchin-
son and Mitchell. [34] for an overview. This work goes
along with others that unveil biases present in existing al-
gorithms [53, 49, 4]. One important theme is bias amplifi-
cation [78, 71, 72], or social biases in the data getting am-
plified in the trained models. In this vein, we study how
bias in manual image captions propagates into automated
captioning systems.

Image captioning models. Image captioning models are
increasingly being developed as a more complex way of
labeling images [69, 50, 76, 48, 3, 33]. Recent work has
discovered biases in these systems, but often with respect
to gender [31, 12, 64]; the study of racial biases in cap-
tioning has been limited to analyzing bias in the manual
captions [54, 65]. Racial bias has been identified in other
automated systems [9] (e.g., speech recognition [44], fa-
cial recognition [28], pedestrian detection [73]); here we
expand this work to studying racial biases in image cap-
tioning. This spurs the important question of whether race
should be included in generated image captions at all. Prior
works [63, 51] find that, in certain contexts, people who are
blind or low vision want racial descriptors to be included.
Further, this motivates the need to understand how people

Question 1
What is the gender of the person in the blue
box?

O ™ale (O Female (O Unsure

What is the skin color of the person in the
blue box?

0102030405
O 6 O Unsure

Fitzpatrick Scale

PREVIOUS NEXT

Instructions

1. Enter the gender and skin color information for the person in the blue box. If the person is too small
or unclear, mark "Unsure".

2. Click "NEXT" to move onto the next HIT. You must submit an answer to both questions per image
otherwise you will not be able to proceed.

3. There are 50 questions per HIT.

Figure 1: The interface shown to AMT workers, who are
asked to provide the inferred gender and skin color of the
un-blurred person within the blue box (pixelation not seen
by annotators, only to preserve privacy in figure).

prefer their identities labeled by an automated captioning
system, a question studied extensively by Bennett et al. [10].

3. Crowdsourcing Demographic Annotations

3.1. Annotation process

Dataset. To study bias in image captioning systems, we
collect annotations on COCO [47, 19], a large-scale dataset
containing images, labels, segmentations, and 5 human-
annotated captions per image. COCO is a widely used im-
age captioning benchmark. We focus on the 40,504 images
of the COCO 2014 validation set, and look for person
instances with sufficiently large bounding boxes (at least
5,500 pixels in area) such that there is a reasonable expecta-
tion of being able to infer gender and skin color. This results
in 15,762 images and 28,315 person instances.

Annotation setup. Using Amazon’s Mechanical Turk
(AMT), we crowdsource race and gender labels. In our
interface (Fig. 1), we present workers with a person in-
stance in a COCO image and ask them to provide the skin
color using the Fitzpatrick Skin Type scale [25], ranging
from 1 (lightest) to 6 (darkest), and the binary gender ex-
pression. We also give workers the option of marking “un-
sure” for either. Each instance is annotated three times. We
compensate the workers at a rate of $10 / hr.

Inferring race and gender. Race and gender annotations
are fundamentally imperfect [29, 41, 61]. First, the an-
notated labels may differ from the person’s identity. Sec-
ond, the labels are discretized (which enables disaggregated
analysis at the cost of collapsing identities). Further, the
labels are for social constructs and thus subjective and in-
fluenced by the annotators’ perceptions. We follow prior
work [16, 73] in formulating our annotation process; we
use phenotypic skin color as a proxy for race because of its
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visual saliency over other conceptualizations of race. How-
ever, as noted by Hanna et al. [29], we are actualizing a
particular static conceptualization of observed race here. By
operationalizing race this way, we miss differences that may
appear in other operationalizations, such as racial identity.

Quality control. To ensure annotation quality to the extent
possible, we limit the task to workers who have completed
over 1,000 tasks with a 98% acceptance rate. We also con-
struct 57 gold standard images where the gender and light-
or-dark labels were agreed-upon by five independent anno-
tators, including one of the authors. We inject 5 of these
images randomly in a task with 50 images, and only allow
workers who have correctly labeled these images to submit.

3.2. Gender annotations

We start by analyzing the collected gender annotations,
looking at distributions at both the instance and image level.

Instance-level annotations. We analyze the gender an-
notations of the 28,315 person instances. To determine
the label for a person, we use the majority over the
three annotations. If majority is not achieved, or there are
contradictory gender labels, the instance is labelled as no
consensus. We observe that contradictory gender labels
are most common when the person is a child, has obscured
facial features, or possesses features that contradict social
gender stereotypes (e.g. woman with short hair).

Analyzing the distribution, we see that males make up
47.4% of the instances compared to females who only com-
prise 23.7% (see Fig. 2). Most of the remaining instances
were annotated unsure (26.6%), and a consensus was un-
able to be reached for only 2.2% of instances.

Image-level annotations. To analyze the dataset at the
granularity of images, which is what the captions refer to,
we map individual instance annotations to the image (as
there are often multiple people per image). We use the an-
notations given to the largest bounding box, under the as-
sumption that captions will mainly refer to the largest per-
son in the image [!1]. The only exception is if the second
largest bounding box contains an individual of the opposite
gender, and is more than half the size of the largest bound-
ing box. In this case, we categorize the image as both.
The image-level distribution closely mirrors that of the
instance-level (Fig. 2). Again, there are more than twice as
many male images (47.4%) as female images (21.0%).

Comparing collected gender annotations with automat-
ically derived ones [78]. Previously, works looking at gen-
der bias in COCO have used gender labels derived from the
manual captions: “[if] any of the captions mention the word
man or woman we mark it, removing any images that men-
tion both genders.” [78] We compare our annotations with
theirs. They label 5,413 images: our labels agree with theirs
on 66.3% and disagree on 1.4%; the remaining 32.3% we
determine cannot be reliably labeled with one gender, e.g.,
because the person is too small or there are multiple peo-

ple of different genders in the image. We successfully label
10,780 images; they only label 3,591 of these correctly (de-
tails in Appendix A). This is consistent with the argument
of Jacobs and Wallach [37]: gender is operationalized dif-
ferently in caption-derived versus human-collected annota-
tions.

3.3. Skin color annotations

For the skin color annotations, we follow a similar pro-
cess as with our gender annotations. The only difference is
that we add a method for dividing skin color into the broader
categories of Lighter and darker. Using these new cat-
egories, we similarly analyze the skin color distribution at
both the instance and image level.

Instance-level skin color distribution. Using the same
schema as in Sec. 3.2, we obtain instance-level annotations
for skin color. The top two most frequently occurring Fitz-
patrick Skin Types are 2 (31.5%) and 1 (15.4%). In con-
trast, Fitzpatrick Skin Types 5 and 6 comprise only 1.9%
and 1.7% of the instances, respectively. This underrep-
resentation of darker-skinned individuals is an example of
representational harm in and of itself.

We also include a broader skin color breakdown con-
sisting of two categories: lighter and darker. Fol-
lowing previous work [16], we define the 1ighter cate-
gory as all instances rated 1-3 on the Fitzpatrick scale and
darker as containing 4-6. We also assign some of the
instances that were previously uncategorized by skin color
(because of conflicting labels assigned under the more gran-
ular 6-point scheme) to these broader categories. Using this
skin color breakdown, 61.0% of the instances are 1ighter
individuals, whereas only 8.1% are darker individuals.
The amount of no consensus instances decreases from
15.4% to 13.9% when using this breakdown.

Image-level skin color distribution. At the image-level,
we categorize skin color as 1ighter and darker, em-
ploying the same consensus method as for gender in
Sec. 3.2. Of the images, 64.6% are part of the 1ighter
category and 7.0% are part of darker, meaning there are
9.2x more lighter-skinned images than darker-skinned.

Intersectional analysis. We analyze the skin color and gen-
der labels in tandem. Within 1ighter images, males are
overrepresented at 52.8% compared to females at 25.7%.
However, this difference is even starker when looking at
darker images, where males comprise 65.1% of the im-
ages while females only make up 20.6%, reflecting the
unique intersectional underrepresentation faced by darker-
skinned females, as noted by Buolamwini and Gebru [16].
In fact, of the 15,762 images annotated, only 226 of them
(1.4%) are of darker-skinned females.

Worker information. AMT workers were asked to option-
ally disclose their own race and gender identity. Of the
workers asked, 97.9% provided their gender and 97.3% pro-
vided their race. As seen in Fig. 2, the annotators are pre-
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Instance-Level
Male (n = 13435)

No Consensus
(n = 629)

Female (n = 3314)
Female (n = 6719)

Unsure (n = 7532)

Perceived Gender Expression

2 (n =8922)

Lighter (n = 9873)

1(n=4371)

3 (n = 2425)

No Consensus
(n =5732)

Perceived Skin Color

Darker (n = 1096)
Unsure (n = 4806)

Image-Level Worker Demographics
Male (n = 7466) Male (n = 991)
2
=
c
(7]
z
Both H Non-Binary
(n=813) 2 (n=3)
Q
No Consensus | ©
(n =759)
Female (n = 573)
Unsure (n = 3410)
White (n = 1199)
2
2
c
£
=
Both w Other (n = 14)
(n = 335) =~ More than one
3 (n = 45)
&v Latinx (n = 67)
No Consensus -
(n = 2284) Black (n = 77)
Asian (n = 154)

Unsure (n = 2174)

Figure 2: The results of our crowdsourced demographic annotations on the COCO 2014 validation dataset, as well as the
self-disclosed demographics of the annotators. Left column: distribution of perceived skin color and gender expression of the
28,315 people instances. Middle column: distribution after collapsing individual annotations into image-level annotations
(details in Sec. 3.2 and 3.3). Lighter-skinned people and people who are male make up the majority of their respective
categories. Right column: self-reported demographics of AMT workers.

dominantly white (77.1%) and male (63.2%).

Prior work has found that annotators describe in-group
versus out-group members differently [54]. Thus, there may
be a concern that the skew in worker demographics could
influence our collected labels. To understand whether a
worker’s demographics influences their selection of labels,
we explore disagreements in annotations. We do so by com-
paring the mean difference in annotation when the pair of
workers are of the same self-reported demographic group
versus when they are of differing groups. If workers from
different groups label images differently, we would expect
pairs from distinct groups to have a greater disagreement
than pairs from the same group. However, we find for skin
tone there is not a substantial difference in the disagreement
between pairs of the same racial group (0.870 £ 0.009) and
different groups (0.857 + 0.011). For gender, the mean dif-
ference for same gender pairs (0.109 £ 0.002) and differ-
ent gender pairs (0.112 £ 0.003) is similar as well. This
indicates that there is not a systematic difference between
how workers of different self-reported demographic groups
label images, suggesting our collected labels would be sim-
ilar even if the workers came from a different demographic
composition.

4. Experiments

We now discuss the findings from our experiments on
understanding what kinds of biases propagate in image cap-
tioning systems. First, we examine racial terms (Sec. 4.1)
and disparate performance (Sec. 4.2). We then analyze

bias in terms of representation, i.e., differences between
the 1ighter and darker images and corresponding cap-
tions. To do this we first consider the images in Sec. 4.3,
before controlling for these visual differences and studying
the captions in Sec. 4.4.

Models. We examine the captions generated by six image
captioning models: (1) FC [59] is a simple sequence en-
coder that takes in image features encoded by a CNN; (2)
Att2in [59] is similar but images are encoded using spa-
tial features; (3) DiscCap [50] further adds a loss term
to encourage discriminability; (4-6) Transformer [67],
AoANet [33], and Oscar [45] are transformer-based mod-
els representing the current state-of-the-art. In our analy-
sis we particularly focus on contrasting Att2in vs DiscCap,
since they differ only in the added discriminability loss, and
the older (1-3) vs the newer (4-6) models. We train the mod-
els on the COCO 2014 training set using proposed hyperpa-
rameters from the respective papers (e.g., the discriminabil-
ity loss weight is A = 10 for DiscCap). Oscar is further
pre-trained on a public corpus of text-image pairs

Data. Our racial analysis is performed on 10,969 im-
ages of the COCO 2014 validation set which were defini-
tively labeled as either 1ighter or darker (notboth or
unsure).

4.1. Captions contain racial descriptors

We begin by analyzing the presence of racial descriptors
and offensive language in the manual as well as automati-
cally generated captions.
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Manual captions. Prior works [54, 65] show that people
are more likely to use racial descriptors when describing
non-white individuals. We observe this pattern in human-
annotated captions by conducting a keyword search of the
captions in the COCO 2014 training set using a precom-
piled list of racial descriptors (details in Appendix B). For
ambiguous terms (e.g. “white”, “black”) that can be used in
a non-racial context, we manually inspect the captions. As-
suming the training distribution mirrors that of the valida-
tion, for the manual captions, annotators used racial descrip-
tors to describe individuals who appear to be white 0.03%
of the time versus 0.54% of the time for individuals who
appear to be Black. Furthermore, in 26.9% of the instances
when a racial descriptor for a white individual is used, the
annotator is also mentioning an individual of a different race
in the caption as well (e.g. “the white woman and Black
woman”). We see this as a manifestation of the belief that
“white” is the norm, and race is only salient when there is a
deviation or explicit difference between multiple people.

In addition to looking for racial descriptors, we check
for the presence of slurs and offensive language using a
precompiled list of profane words [77]. There are 1,691
instances of profane language, occurring in 0.40% of the
sentences in the COCO 2014 training set. We find alarming
occurrences not only of racial slurs but also of homophobic
and sexist language as well, similar to the NSFW discover-
ies by Prabhu and Birhane [13].

Automated captions. Racial descriptors are not found in
the automated captions generated by FC, Att2In, DiscCap,
AoANet, or Oscar. While this may be attributed to the fact
that racial descriptors are uncommon in the training set, we
disprove the idea that this is wholly the reason. To do so,
we observe that other words which occur at similar rates
(and are thus equally uncommon) are in fact still present
in the model-generated captions. For example, the word
“Japanese” occurs 69 times in the training set and O times
in AoANet-generated captions while other descriptors, such
as “uncooked” and “soaked”, which appear 88 and 61 times
in the training set, occur 2 and 6 times in the generated cap-
tions respectively.

While it is rare, we find that racial and cultural descrip-
tors as well as offensive language do propagate into the cap-
tions generated by the newer transformer-based models. For
Transformer, AoANet, and Oscar, we find instances of of-
fensive language. In addition, there are racial descriptors in
2 of the captions generated by Transformer and 12 cul-
tural descriptors. Furthermore, for 10 of the 14 images, the
model uses these descriptors when the human captions do
not contain any racial or cultural descriptors (Fig. 3). This
leads to the worry that models may replicate offensive lan-
guage or exploit spurious correlations to assign descriptors
in a stereotypical and harmful way.

Human: A crowded farmers
market with a line of cars

Human: A busy city street

Human: People watch a
in an Asian country with lots  horse and carriage ride by
of traffic. them. outside.

Transformer: A city street
with lots of asian
businesses.

Transformer: A group of Transformer: A street scene
indians standing around in  with a focus on a mexican
inflatable blue. restaurant.

Figure 3: Examples of images for which the Transformer
model [67] assigns racial or cultural descriptors to the cap-
tion. While in the first image the descriptor of “Asian” is
present in the human-annotated caption, neither of the de-
scriptors, “Indian” nor “Mexican,” are applicable in the lat-
ter images.

4.2. Performance differs slightly between 1ighter
and darker images

We next evaluate whether image captioning models pro-
duce captions of different qualities on images with lighter-
skinned people than darker-skinned people. To do so,
we first assess the differences in BLEU [55], CIDEr [68]
and SPICE [2] scores between captions on 1ighter and
darker images. Both BLEU and CIDEr rely on n-gram
matching with BLEU measuring precision and CIDEr the
similarity between the generated caption and the “consen-
sus” of manual captions. SPICE, however, focuses more
on semantics, capturing how accurately a generated caption
describes the image’s scene graph (e.g. objects, attributes).

From these results (Tbl. 1), we make two key obser-
vations. First, according to both BLEU and CIDEr, the
models Att2in, Transformer, AoANet, and Oscar perform
somewhat better on 1ighter images than darker im-
ages: e.g., they achieve 2.7+ 0.7,3.2+1.2,1.9+ 1.6, and
3.0 £ 1.1 higher CIDEr scores respectively on 1ighter
than darker images. We observe that these differences in
BLEU and CIDEr are not significant for the FC and Disc-
Cap — likely because their overall CIDEr scores are worse,
at only 87.2 and 71.1 respectively, whereas the other four
models attain CIDEr scores above 90.0 (see Appendix C).
This suggests that the way models are choosing to describe
the images may be better-suited for the majority group. In
fact, we see there is a slight positive correlation between the
performance of the model (as measured by CIDEr) and the
differences in performance between the two groups with an
R? of 0.343 (Fig. 4). Second, there are no noticeable dif-
ferences with SPICE, indicating that the captions identify
key visual concepts equally accurately across both groups.
Nonetheless, it is important to note that negative results do
not indicate something is bias-free, but merely that our par-
ticular experiment did not uncover strong biases.
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Table 1: The differences in captioning performance (score
on lighter - score on darker) as measured by
BLEU [55], CIDEr [68], and SPICE [2] multiplied by 100
on the COCO 2014 validation dataset. Error bars represent
95% confidence intervals across random seeds used to train
5 models per architecture.

BLEU CIDEr SPICE
FC [59] 0.5+£05 —-0.8£1.8 0.2+0.3
Att2in [59] 24404 2.7+£0.7 0.0£0.1

DiscCap[50] | 08405 0.6:+£07 _ 0.0%0.2

Transformer [67] | 25 £0.9 3.2+1.2 —0.1+£0.3
AoANet [33] 1.8+£0.8 1.9+1.6 0.0+£0.2
Oscar [45] 2.1+0.7 3.0+1.1 0.1£+0.3
5 4
i, {
%« ? _,,,4——"’/-/ . e FC
g ! %_ s Att2in
g 0 ® DiscCap
E ® Transformer
§? ® AoANet
g 2 ® Oscar

0.7 0’8 O'CQIDE . 1’0 1‘1 1‘2

Figure 4: Regressing model performance, as measured by
CIDEr [68], against difference in performance (CIDEr on
lighter - CIDEr on darker) suggests that as perfor-
mance increases, the difference may correspondingly in-
crease as well (R? = 0.343). The horizontal and vertical
error bars in the graph represent the 95% confidence inter-
vals for the performance and differences, respectively

4.3. Visual appearance differs between lighter
and darker images

The analyses so far only consider issues in the captions
themselves, irrespective of the image. We now explore how
the visual depictions of people of different groups differ.
We analyze simple image layout statistics, apply the RE-
VISE [70] tool for discovering bias in datasets, and consider
differences in visual appearance of the image content.

We split our skin-tone-labeled image dataset of 10,969
images into 9,609 images for training and 1,360 for testing.”
We use area under the ROC curve (AUC) as our metric on a
balanced (through re-weighting) test set, so random guess-
ing would have an AUC of 50%. We bootstrap over 1,000
resamples and report a 95% confidence interval.

Image layout statistics. We consider the following simple
image layout statistics as our features: number of people
in the image, largest person bounding box size, distance of
the largest bounding box from the center of the image, and
gender (male, female, unsure, or no consensus)
one-hot coded. We train logistic regression models us-

2These images belong to the COCO 2017 training and validation set
respectively; recall that all belong to the COCO 2014 validation set.

Lighter
Darker

indoor
appliance
furniture
kitchen
electronic
animal
food

Object Category

accessory
sports
outdoor

vehicle

0.00 0.03 0.05 0.08 0.10 0.12 0.15 0.18 0.20
Fraction of Images that contain this Category
Figure 5: Images with people of lighter and darker skin
tones co-occur with object categories at different frequen-
cies. Whereas the former tend to be pictured with object
categories that are indoor, the latter tend to be pictured with
object categories that are more likely to be outdoors.

ing LBFGS through the sklearn package [57] to predict
whether the input corresponds to the 1ighter or darker
label. An ability to classify serves as a signal for how distin-
guishable the input features of the two groups are. We use a
balanced class weight and run five-fold cross-validation to
tune the L2 regularization hyperparameter (le—4 to le4).

Our two best performing models are trained on the dis-
tance from center and the distance plus the gender. Dis-
tance alone achieves an AUC of 56.6 £ 5.2; adding gender
increases the AUC to 57.8 + 4.9. Distance is predictive be-
cause darker-skinned individuals tend to be further from the
image center than lighter-skinned individuals; this is trou-
bling since the “important” parts of an image tend to be
more centered [11]. Gender is a useful feature since from
Sec. 3.3 we know that the gender distribution differs be-
tween the two groups.

REVISE [70] bias discovery. We next apply the RE-
vealing VIsual biaSEs (REVISE) tool.> Using REVISE
we discovered that darker-skinned people appear more fre-
quently with outdoor objects, and lighter-skinned people
appear more frequently with indoor objects (Fig. 5). Specif-
ically, objects like sink, potted plant, and toothbrush all ap-
pear with lighter-skinned people over 13x as much as with
darker-skinned people, despite lighter-skinned people only
appearing in 7x as many images as darker-skinned peo-
ple. Although at the moment the differences in object co-
occurrences do not appear to have noticeable downstream
effects (Sec. 4.2), these differences may lead to discrepan-
cies in performance as certain objects become more easily
identifiable for different skin tone groups.

Visual appearance. Finally, we use image classification
models for a detailed examination of how the content of the
images differs between different skin tones. To ensure that
the skin color of the pictured individual does not affect the
model’s prediction, we use COCO’s object-level segmen-
tations to mask all the people objects. We fill in these

3We additionally include the 813 images labeled both in both groups.

14835



Table 2: Three bias analyses on manual and automated
captions of images for which visual content has been
controlled. For the first column the VADER sentiment
score [36] is multiplied by 100. For the last two columns,
the number is AUCX 100 for classification ability, where
higher numbers indicate a greater ability to distinguish be-
tween the two groups. Error bars represent 95% confidence
intervals across random seeds used to train 5 models per
architecture.

Sentiment | Embedding Vocab.
(A) (AUC) (AUC)
Human 1.5 68.9 61.8
"FC[39] [ 1.0+£04 | 558457 65.9+42
Att2in [59] 0.3+0.2 | 55.3+£25 628=+1.5
DiscCap [50] 09+0.7 | 52.2+28 63.0£3.2
" Transformer [67] | 0.6+£0.8 | 542431 66.0+1.4
AoANet [33] 1.0+£04 | 56.3+3.0 68.0+1.8
Oscar [45] 0.6+0.6 | 54.0+2.6 64.4+28

masks with the average color pixel in the image. Using the
masked images, we fine-tune a pre-trained ResNet-101 [30]
over five epochs using the Adam optimizer [42] and a batch
size of 64. We oversample the darker images to account
for the imbalanced class sizes. During training, the learning
rate is initialized to be 0.01 and decays by a factor of 0.1 af-
ter three epochs. The model achieves an AUC of 55.44+4.9,
indicating that there is a slight learnable difference between
the scenes of 1ighter and darker images.

4.4. Captions describe people differently based on
skin tone

Finally, we consider how both manual and automatic
captions differ when describing 1ighter versus darker
images. To do so, we first control for the visual differences,
in order to disentangle the issues coming from the image
content versus from the words used in the caption. We do
so by finding images that are as similar as possible in con-
tent, and differ only by the skin color of the people pictured,
i.e., constructing counterfactuals within the realm of our
existing dataset. Concretely, for each darker image, we
find the corresponding 1 ighter image that minimizes the
Euclidean distance between the extracted ResNet-34 fea-
tures [30] of the masked images using the Gale-Shapley al-
gorithm [26] for stable matching (Fig. 6). After examining
the results, we select the top 40% most similar image pairs.

The resulting dataset has 876 images. When needed, we
use 700 for training (80%) and 176 for testing (20%); oth-
erwise we compute statistics over the whole dataset. As
expected, a visual classifier trained on these images (with
the people masked) achieves an AUC of only 44.7 4+ 9.3,
failing to differentiate between the two groups.

In the following analyses, we use the same six models
and training setup as in previous experiments. However,
we use the dataset, introduced above, which consists of 876
unmasked images for evaluation. This data thus allows us
to examine whether human-annotated and model-generated

luded Not Included
Top 20% 20-40%

Figure 6: Examples of paired images along 20 percentile
increments of similarity. The leftmost images represent an
example pair from the most similar top 20% of pairs, and
the rightmost represent the bottom 20%. We pick 40% as
our threshold for controlled images to include.

captions diverge even when visual differences (except skin
color) are controlled.

4.4.1 Sentiment Analysis

For our first line of inquiry, we use the Valence Aware
Dictionary and Sentiment Reasoner (VADER) [36] to per-
form sentiment analysis on the human-annotated captions.
Limitations include that sentiment analysis tools have been
shown to encode societal biases themselves [43, 23], and
may not generalize well to out-of-distribution machine-
generated text. VADER returns a compound polarity score
from —1 (strongly negative) to 1 (strongly positive). Scores
less than —0.05 are considered negative; scores greater than
0.05 positive. We find that human-annotated captions de-
scribing 1ighter images have a mean compound score
of 0.073 & 0.01 whereas those describing darker im-
ages have a mean compound score of 0.059 £ 0.01. The
difference in compound scores is statistically significant
(p = 0.005), with captions describing 1ighter images
being more positive.

We find that automated captioning systems do not appear
to amplify the difference in sentiment scores between the
two groups (Tbl. 2). The lack of difference is largely due to
the fact that automated captions tend to be more neutral than
the human-annotated ones, thus removing most of the senti-
ment. In fact, the compound scores were all less than 0.03,
excluding scores for captions generated by Transformer
(0.046 for 1ighter and 0.042 for darker).

4.4.2 Sentence embedding differences

For our next analysis, we use sentence embeddings from the
Universal Sentence Encoder [18] to compare how the se-
mantic content of captions differs between 1ighter and
darker images. To note, racial descriptors in the captions
are not removed for this experiment. We train a multilayer
perceptron classifier (MLP) on the embeddings and run five-
fold cross validation to tune the learning rate (le—5 to 1)
and number of epochs (1 to 150). We find that the classi-
fier can differentiate between the captions with an AUC of
68.9 £ 3.5, indicating a learnable difference in the resulting
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caption content despite the visual content (with skin tone
masked) being indistinguishable.

We see in Tbl. 2 that the ability to differentiate based on
embeddings drops in the generated captions, especially for
the more advanced Transformer model to 54.2+3.1, which
is almost random. Although humans appear to be assigning
different content to similar images with people of different
skin tones, automated captioning models do not appear to
uphold this trend, at least with respect to the particular sen-
tence embeddings we use.

4.4.3 Vocabulary differences

Finally, we consider word choice in the captions. We use a
logistic regression model and a vocabulary of the 100 most
commonly used words (filtering out articles, prepositions,
and racial descriptors, e.g. “white”) in the COCO 2014
training set. Our features are size 100 binary indicators
of whether a particular word is present in a caption. The
classifier achieves an AUC of 61.8 & 3.8 on human cap-
tions. Beyond the differential use of racial descriptors we
already observed in Sec. 4.1, this suggests annotators use
different vocabularies to describe images even with similar
visual content (other than skin tone).

The ability to distinguish between lighter and
darker images further increases when automated captions
are used. Particularly, in Tbl. 2 we see from Att2in to Dis-
cCap and FC to Transformer, the AUCs slightly increases
from 62.8+1.5t0 63.0£3.2 and 65.94+4.2 t0 66.0£1.4, re-
spectively. From FC to AoANet, there is a greater increase
in AUC from 65.9 + 4.2 to 68.0 & 1.8. We do note that, for
Oscar, the ability to differentiate based on vocabulary de-
creases compared to FC as the AUC drops from 65.9 £ 4.2
to 64.4 + 2.8. This may be due to the fact that Oscar is
pre-trained on a larger corpus of data; the greater dataset
diversity may help diminish the differences between the vo-
cabularies used. Overall, this leads us to believe that more
advanced models are more likely to employ different word
choices when describing different groups of people.

Interpreting these results relative to that of the previ-
ous section in which we found that the semantic content
of generated captions did not differ much between differ-
ent groups, we consider whether different words are being
used despite caption content being similar. As an example,
the sentences “Apples are good.” and “Apples are great.”
may map to similar sentence embeddings, but the specific
word choice employed is different. In this vein, we find,
for instance, that on AoANet’s captions, the average coef-
ficent of the word “road” is 0.226 higher than that of the
word “street” (where higher coefficients are predictive of
darker), even though upon manual inspection the images
being described are similar (see Appendix D). While dif-
ferences in the usage of words, such as “road” and “street,”
are relatively innocuous, these subtle differences in vocabu-
lary may become more problematic when we consider how
certain words like “articulate” have developed a different

meaning when applied to Black people [21, 1]. Thus, in
future work, it is important to consider not only the seman-
tic differences captured in the sentence embeddings but also
the specific words being employed.

5. Discussion and Conclusion

In this work, we seek to understand not only what racial
biases are present in the COCO image captioning dataset,
but also how these biases propagates into models trained
on them. We annotate skin color and gender expression of
people in the images, and consider various forms of bias
such as those in the form of differentiability between dif-
ferent groups. We find instances of bias in the dataset and
the automated image captioning models. However, we are
careful to note that cases in which we did not find bias do
not mean there are not any, merely that our particular exper-
iments did not uncover them. By looking at the models that
seem to be most indicative of where the image captioning
space is progressing, we can see that the bias appears to be
increasing. For researchers, this serves as a reminder to be
cognizant that these biases already exist and a warning to be
careful about the increasing bias that is likely to come with
advancements in image captioning technology.

Based on these analyses, we propose directions for mit-
igating the biases found in captioning systems. First, from
our findings in Sec. 3.2 and 4.1, we see that human anno-
tators make assumptions about the demographics of people
pictured or use different language when describing people
of different skin tone groups. To mitigate this, dataset col-
lectors can provide more explicit instructions for annota-
tors (e.g. do not label gender or include racial descriptors
to people). In addition, we also find that ground-truth cap-
tions contain profane language (Sec. 4.1). In line with exist-
ing mitigation efforts [74, 13], manual captions containing
slurs or other offensive concepts should be removed from
the dataset. Additionally, in Fig. 2 we see that only 7.0%
of the dataset contained images of people with darker skin
tones, i.e., 1096 images. We need to collect more diverse
datasets such that we can measure disaggregated statistics
and compare metrics such as the difference in SPICE scores
with the knowledge that our measurements do not suffer
from a high sampling bias. Finally, from our analysis of
generated captions (Sec. 4.4), we note that Oscar exhibits
less bias compared to the other transformer-based models.
This suggests the greater dataset diversity from pre-training
the model may help reduce the amount of bias that propa-
gates into the automated captions.
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