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Abstract

Continual Test-Time Adaptation (CTTA) generalizes
conventional Test-Time Adaptation (TTA) by assuming that
the target domain is dynamic over time rather than sta-
tionary. In this paper, we explore Multi-Modal Contin-
ual Test-Time Adaptation (MM-CTTA) as a new extension
of CTTA for 3D semantic segmentation. The key to MM-
CTTA is to adaptively attend to the reliable modality while
avoiding catastrophic forgetting during continual domain
shifts, which is out of the capability of previous TTA or
CTTA methods. To fulfill this gap, we propose an MM-CTTA
method called Continual Cross-Modal Adaptive Clustering
(CoMAC) that addresses this task from two perspectives.
On one hand, we propose an adaptive dual-stage mecha-
nism to generate reliable cross-modal predictions by attend-
ing to the reliable modality based on the class-wise feature-
centroid distance in the latent space. On the other hand,
to perform test-time adaptation without catastrophic forget-
ting, we design class-wise momentum queues that capture
confident target features for adaptation while stochastically
restoring pseudo-source features to revisit source knowl-
edge. We further introduce two new benchmarks to facilitate
the exploration of MM-CTTA in the future. Our experimen-
tal results show that our method achieves state-of-the-art
performance on both benchmarks. Visit our project website
at https://sites.google.com/view/mmcotta.

1. Introduction
Test-Time Adaptation (TTA) proposes a realistic domain

adaptation scenario, which adapts pre-trained models to the
target domain during the testing process. Unlike previous
Unsupervised Domain Adaptation (UDA) [17, 45, 52, 47],
TTA performs adaptation online without accessing the data
from the source domain. Typical TTA [40, 35, 36] methods
assume a stationary target domain, while real-world scenar-
ios are dynamic over time. To fulfill this gap, a previous
work [42] proposes a general extension of TTA named Con-
∗Equal contributions.
†Corresponding author.

Figure 1. Illustration of how continual domain shifts affect multi-
modal segmentation and our method. Unlike the source domain
where predictions from both modalities are reliable, the reliabil-
ity of each modality varies in MM-CTTA due to different domain
shifts. CoMAC tackles MM-CTTA by attending to the reliable
modality (3) rather than the noisy one (7). Meanwhile, source
knowledge is stochastically revisited to avoid catastrophic forget-
ting. Figure best viewed in color and zoomed in.

tinual Test-Time Adaptation (CTTA) which assumes that
the target domain is continually changing rather than static.
Compared to TTA, CTTA is more challenging since the per-
formance is easily affected by error accumulation [6] and
catastrophic forgetting [27] during the continual adaptation.

For 3D semantic segmentation, multi-modal sensors are
frequently leveraged in different tasks, such as scene under-
standing [4, 28] and semantic map construction [29, 43].
For some specific applications like semantic-based local-
ization [8] and autonomous driving [46, 44], multi-modal
information is the key to robust performance under adverse
conditions. However, their collaboration has been proven
to be sensitive toward domain drifts [1, 35]. In real-world
scenarios, such collaboration deterioration could be more
severe considering that the target domain is continually
changing as in CTTA (e.g., the operating environments of
24/7 AGVs are continually changing due to altering weather
or illumination conditions). Hence, it is essential for multi-
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modal networks to adapt to the dynamic target domain in
an online manner. In this work, we aim to study Multi-
Modal Continual Test-Time Adaptation (MM-CTTA) for
3D semantic segmentation, where networks are continually
adapted to a changing target domain taking 3D point clouds
and 2D images as input without accessing the source data.

Intuitively, one can address MM-CTTA by utilizing
CTTA [30, 42] or TTA [3, 38] methods on 2D and 3D net-
works separately. However, this simple extension can not
achieve satisfactory performance since it cannot correctly
attend to the reliable modality for adaptation when others
suffer from severe domain shifts. Take Fig. 1 as an exam-
ple: predictions from the 2D image are more accurate at
the beginning of the target domain, while 2D results be-
come unreliable and 3D predictions prevail as the illumina-
tion level significantly changes over time. Although previ-
ous CTTA or TTA methods have attempted to mitigate this
intra-modal prediction noise by augmentations [42] or en-
tropy minimization [40, 30], the domain drift in Fig. 1 is too
severe to be effectively rectified by image input itself, lead-
ing to inevitable error accumulation. Previous works have
proposed different cross-modal fusion methods to mitigate
the effect of the noisy modality during adaptation, such
as cross-modal consistency [18] for UDA or pseudo-label
fusion based on student-teacher consistency [35] for TTA.
However, their methods rely on the premise that the target
domain is static, and therefore suffer from catastrophic for-
getting in MM-CTTA, leading to degenerated results.

For MM-CTTA, an ideal solution is to suppress the con-
tribution from the noisy modality and attend more to the
reliable one in an online manner. Typically, the reliability
of prediction can be estimated based on its corresponding
feature location in the latent space. A prediction with fea-
tures close to the centroid is more likely to be reliable, suf-
fering less from the domain shift and vice versa. On the
other hand, to ensure the validity of centroid-based relia-
bility estimation, class-wise centroids should actively adapt
to the continually changing target domain while stochasti-
cally revisiting the source knowledge to avoid catastrophic
forgetting. To this end, we propose an MM-CTTA method
called Continual Cross-Modal Adaptive Clustering (Co-
MAC) for 3D semantic segmentation. CoMAC consists of
three main modules: (i) Intra-Modal Prediction Aggrega-
tion (iMPA), (ii) Inter-Modal Pseudo-Label Fusion (xMPF),
and (iii) Class-Wise Momentum Queues (CMQs). On one
hand, the proposed iMPA and xMPF are utilized to suppress
prediction noise based on the centroid-based reliability es-
timation from intra-modal and inter-modal perspectives, re-
spectively. On the other hand, CMQs are designed to ac-
tively adapt class-wise centroids for iMPA and xMPF while
avoiding catastrophic forgetting. Additionally, a class-wise
contrastive loss is introduced to regularize the extracted fea-
tures from drifting too far from centroids.

In summary, our main contributions are three-fold. (i)
We explore a new task MM-CTTA where multi-modal in-
put is utilized to perform continual test-time adaptation for
3D semantic segmentation and propose an effective method
named CoMAC to leverage multi-modal information for
MM-CTTA. (ii) We propose iMPA and xMPF to generate
accurate cross-modal pseudo-labels by attending to a reli-
able modality. CMQs are introduced to actively adapt to the
target domain without catastrophic forgetting. (iii) We in-
troduce two 3D semantic segmentation benchmarks to facil-
itate the future exploration of MM-CTTA. Extensive exper-
iments show that our method achieves state-of-the-art per-
formance, outperforming previous methods significantly by
6.9% on the challenging benchmark.

2. Related Works
Test-Time Adaptation Describing a more realistic

adaptation scenario, Test-Time Adaptation (TTA) is receiv-
ing more and more attention. Different from previous Un-
supervised Domain Adaptation (UDA), TTA forbids access
to raw source data and adapts the source pre-trained model
during test time. As one of the primary works, TENT [40]
highlights the fully test-time setting and proposes to up-
date the batch normalization layers by entropy minimiza-
tion. The following works mainly address TTA by align-
ing batch normalization statistics [30, 23, 51], self-training
with pseudo labeling [13, 41], feature alignment [25], or
augmentation invariance [50, 21]. The aforementioned TTA
methods strictly follow the one-pass protocol as mentioned
in [36], where networks immediately infer each sample in
an online manner and forbid multiple training epochs. On
the other hand, some previous works [22, 10, 7, 48] fol-
low the multi-pass protocol by adapting the model for mul-
tiple epochs in an offline manner. As one of the primary
works, Source Hypothesis Transfer (SHOT) [22] proposes
to update only the encoder parameters and align source and
target representation by entropy minimization and pseudo-
labeling. While most existing TTA methods are proposed
for image classification, some recent works [10, 20, 26] aim
to explore TTA for image semantic segmentation. Specif-
ically, [10] proposes to minimize the prediction entropy
while maximizing its robustness toward feature noise. [20]
divides the TTA problem into source domain generalization
and target domain adaptation. [26] proposes a dual atten-
tion distillation method to transfer contextual knowledge
and patch-level pseudo labels for self-supervised learning.

Continual Test-Time Adaptation The definition of
Continual Test-Time Adaptation (CTTA) is first proposed
in CoTTA[42], which aims to adapt the model to contin-
ually changing target domains in an online manner with-
out any source data. Specifically, CoTTA proposes to use
the moving teacher model and augmentation-average pre-
dictions for noise suppression and the model stochastic
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restoration to avoid catastrophic forgetting. Following the
scheme of CoTTA, some recent works [11, 12, 30] have
addressed CTTA from different perspectives. Specifically,
[12] leverages the temporal correlations of streamed input
by reservoir sampling and instance-aware batch normaliza-
tion. [11] proposes domain-specific prompts and domain-
agnostic prompts to preserve domain-specific and domain-
shared knowledge, respectively. EATA [30] performs adap-
tation on non-redundant samples for an efficient update.

Multi-Modal Adaptation for Segmentation Thanks to
the emerging multi-modal datasets [2, 5, 37, 33, 49], re-
cent works start to explore how to leverage multi-modal in-
formation between 2D images and 3D point clouds to per-
form domain adaptation under different settings. xMUDA
[18] proposes the first Multi-Modal Unsupervised Domain
Adaptation (MM-UDA) method for 3D semantic segmen-
tation. Specifically, it leverages the cross-modal predic-
tion consistency by minimizing the prediction discrepancy
from additional classifiers. Following the scheme of cross-
modal learning, DsCML [31] designs a deformable map-
ping between pixel-point correlation for MM-UDA while
[24] introduces adversarial training to mitigate domain dis-
crepancy. In addition to UDA settings, [35] proposes the
first multi-modal test-time adaptation for semantic segmen-
tation which generates intra-modal and inter-modal pseudo
labels by attending to the one with more consistent predic-
tions across student and teacher models.

In this work, we propose MM-CTTA as a new exten-
sion of CTTA with a specific method CoMAC. While our
proposed dual-stage modules (i.e., iMPA and xMPA) and
CMQs share some similar merit with previous TTA meth-
ods [35, 36], our method is explicitly designed for MM-
CTTA. Unlike previous work [35] measuring prediction re-
liability by teacher-student consistency, our reliability mea-
surement relies on the feature-centroid distance to encour-
age feature clustering around the adapting centroids. Differ-
ent from [36] utilizing queues to measure target distribution,
the objective of our CMQs is to actively update class-wise
centroids to ensure the validity of iMPA and xMPA while
avoiding catastrophic forgetting.

3. Proposed Method
Problem definition and notations. At timestamp t,

the 2D image x2D
T ,t ∈ RH×W×3 and the 3D point cloud

x3D
T ,t ∈ RN×4 are observed in the target domain T , where
N denotes the number of 3D points located in the cam-
era FOV. Modal-specific pre-trained networks φmθ,t(·) =
fmt (gmt (·)),m ∈ {2D, 3D} consisting of the feature extrac-
tor fmt and the classifier gmt are used to predict the semantic
labels for each point. Inspired by the fact that moving av-
erage models can provide more stable predictions [39], we
utilize a fast student network φmθ (·) = fmθ (gmθ (·)) and a
slow teacher network φmθ′ (·) = fmθ′ (gmθ′ (·)) for each modal-

ity similar to previous works [35, 42]. Given xmT ,t as input,
the features extracted by fmt is denoted as zmT ,t ∈ RN×F

m

,
where Fm denotes the channel number. Here we adopt
the same projection protocol of previous works [18, 35] for
cross-modal alignment, which projects features from the 2D
branch back to 3D points, resulting in the 2D feature z2D

T ,t of
shape N × F 2D. By default, the subscript of the target do-
main T and the timestamp t are omitted for clarity. Given
the multi-modal input x2D

T ,t, x
3D
T ,t, the goal of MM-CTTA is

to output reliable cross-modal predictions by continuously
adapting to the changing target domain. In this work, we
interpret the core of MM-CTTA as two-fold: (i) attending
to the reliable modality for noisy suppression, and (ii) revis-
iting source knowledge to prevent catastrophic forgetting.

To this end, we propose Continual Cross-Modal Adap-
tive Clustering (CoMAC) to tackle MM-CTTA from
the aforementioned perspectives. Specifically, as shown
in Fig. 2, the class-wise centroids are initialized from
the source domain and pseudo-source features are ran-
domly sampled around the centroids as source knowledge
(Sec. 3.1). Given the raw and augmentation-average predic-
tions from the teacher models as input, Intra-Modal Predic-
tion Aggregation (iMPA) generates stable intra-modal pre-
dictions as their weighted sum based on their feature dis-
tance to the class-wise centroids (Sec. 3.2). Inter-Modal
Pseudo-Label Fusion (xMPF) then combines the intra-
modal predictions from each modality based on their reli-
ability and output cross-modal pseudo-labels as supervision
signals for student networks (Sec. 3.3). Given raw samples
as input, confident target features from student networks are
utilized to update Class-Wise Momentum Queues (CMQs),
while pseudo-source features are stochastically restored to
avoid catastrophic forgetting (Sec. 3.4).

3.1. Source Models and Class-Wise Centroids

To effectively avoid catastrophic forgetting and inspired
by previous TTA methods [9, 36] which preserve trivial
source domain information, we utilize pseudo-source fea-
tures sampled around source offline feature centroids as
source representatives. The source offline centroids and
pseudo-source features are treated as the prior knowledge
from the source domain, which plays an essential role
in preventing catastrophic forgetting detailed in Sec. 3.4.
Specifically, given a specific semantic category k, the cor-
responding source offline centroid is modeled as Gaussian
distribution, and pseudo-source features are denoted as:

Cm,ksrc = N (µm,ksrc , σ
m,k
src ), (1)

Zm,ksrc = {zm,ksrc,i ∼ C
m,k
src | i ∈ [1, Nq]}, (2)

where Nq is the number of pseudo-source features. µm,ksrc

and σm,ksrc denote the mean and standard deviation of nor-
malized source features from the category k, respectively.
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Figure 2. The main structure of our proposed method. From the source domain, we preserve the source centroids and the pre-trained
model for each modality as the initialization of the class-wise centroids and all the models in the target domain, respectively. To generate
reliable intra-modal predictions, Intra-Modal Prediction Aggregation (iMPA) attends to the reliable prediction whose feature shares a
closer distance with the class-wise centroids in an intra-modal manner. Inter-Modal Pseudo-Label Fusion (xMPF) then fuses the intra-
modal predictions by estimating the reliability of predictions from each modality for noise suppression. Class-Wise Momentum Queues
(CMQs) are designed to achieve a good balance between target domain adaptation and source knowledge preservation.

Here we use the features generated by the pre-trained ex-
tractor gm0 (·) for the centroid construction.

3.2. Intra-Modal Prediction Aggregation

In MM-CTTA, the prediction from each modality could
be unreliable due to continual domain shifts, causing se-
vere noise to the multi-modal fusion. To mitigate the intra-
modal noise, iMPA aims to generate reliable intra-modal
predictions for each modality. Although previous methods
[42, 38] regard the augmentation-average prediction as a
more stable alternative, we argue that its superiority is not
certain since test-time augmentations may introduce induc-
tive bias to the prediction [34] (e.g., resizing image as in
[42] could cause ambiguity to small-scale classes). Unlike
the previous work [42], we propose an adaptive mechanism
to fuse the raw and the augmentation-average prediction as
the weighted sum based on their feature distance between
class-wise centroids. Given the input sample xm and its
augmented variants {x̃mi | i ∈ [1, Nm

aug]}, the features and
predictions are extracted by the teacher model φmθ′ as:

p(xm) = fmθ′ (gmθ′ (x
m)) = fmθ′ (zm), (3)

p̃(xm) =
1

Nm
aug

Nm
aug∑
i=1

fmθ′ (gmθ′ (x̃
m
i )), (4)

where p(xm) and p̃(xm) represent the raw and the
augmentation-average prediction, respectively. Both pre-
dictions are of shape N × Nc, where NC is the number

of classes and Nm
aug denotes the number of augmentations.

The normalized augmentation-average feature is computed
as z̃m =

∑Nm
aug

i=1 gm(x̃mi )/(‖gm(x̃mi )‖ · Nm
aug). Subse-

quently, the weights for predictions p(xm), p̃(xm) are com-
puted based on their corresponding feature distance to the
class-wise centroid in a point-wise manner, so that each
point of the intra-modal prediction p̂(xm) can attend more
to the confident prediction located closer to the cluster in
the latent space. Taking a point (j) as an example, given its
predictions p(j)(xm), p̃(j)(xm) and features zm(j), z̃

m
(j):

wm(j) =
exp(〈µm,k, zm(j)〉)∑
i∈Nc

exp(〈µm,i, zm(j)〉)
, (5)

w̃m(j) =
exp(〈µm,k̃, z̃m(j)〉)∑
i∈Nc

exp(〈µm,i, z̃m(j)〉)
, (6)

p̂(j)(x
m) =

wm(j)p(j)(xm) + w̃m(j)p̃(j)(x
m)

wm(j) + w̃m(j)
, (7)

where wm(j), w̃m(j) are termed as the raw weight and

augmentation-average weight, respectively. k, k̃ are the
largest element locations of p(j)(xm), p̃(j)(xm). µm,k de-
notes the mean of class k centroid, which is actively updated
as shown in Sec. 3.4. 〈a, b〉 represents the inner product of
vectors a and b. Our empirical results show that this adap-
tive fusion between the raw and augmentation-average pre-
dictions results in more stable intra-modal predictions.
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3.3. Inter-Modal Pseudo-Label Fusion

Given the output of iMPA, the goal of xMPF is to gener-
ate pseudo-labels by estimating their reliability in a cross-
modal manner. Since domain shifts can affect the relia-
bility of each modality variously (e.g., images in day and
night), the cross-modal pseudo-label should adaptively at-
tend to the reliable modality for noise suppression. Moti-
vated by this idea, the proposed xMPF generates the cross-
modal pseudo-labels as the weighted sum of intra-modal
predictions from iMPA. Specifically, taking point (j) as an
example, the inter-modal weight ŵm(j) is computed as the
summation of both weights if their corresponding predic-
tions indicate the same class, or the maximum one other-
wise. This can be viewed as an implicit way to encourage
point-wise prediction consistency for each modality. For-
mally, the inter-modal weight ŵm(j) is computed as follows:

ŵm(j) =

{
wm(j) + w̃m(j), if k = k̃

max(wm(j), w̃
m
(j)), if k 6= k̃

. (8)

The cross-modal prediction is then computed as the
weighted sum in a cross-modal manner:

p̂xM
(j)(x) =

ŵ2D
(j)p̂

2D
(j)(x) + ŵ3D

(j)p̂
3D
(j)(x)

ŵ2D
(j) + ŵ3D

(j)

, (9)

ŷ(j) = arg max
k∈Nc

(p̂xM
(j)(x)(k)), (10)

where p̂xM
(j)(x), ŷ(j) denote the cross-modal prediction and

pseudo-label, respectively. The cross-modal pseudo-label
can therefore attend to the more reliable modality with con-
fident intra-modal predictions.

3.4. Class-Wise Moving Queues

Both iMPA and xMPF greatly depend on the quality of
class-wise centroids. Initialized from the source offline cen-
troids as in Eq. 1, the class-wise centroids should contin-
ually adapt to the target domain to ensure the validity of
iMPA and xMPF. Meanwhile, the source knowledge should
be occasionally played back during the centroid adaptation
so that it can be revisited during the reliability estimation
in iMPA and xMPF without catastrophic forgetting. To
achieve a balance between adaptation and source knowl-
edge preservation, we propose CMQs which utilize mo-
mentum queues [15] to actively estimate feature cluster-
ing of the target domain by capturing confident target fea-
tures while stochastically restoring pseudo-source features
for each modality. Specifically, the CMQ of the class k is
initialized by the pseudo-source features Zm,ksrc as in Eq. 2.
For each iteration, taking the raw sample as input, the nor-
malized point features from the student network φmθ with
confident predictions are preserved by threshold-based fil-
tering. Given the CMQ of class k from the previous step

denoted as Q̂m,kt−1 , the CMQ of current step is updated as:

Zm,kcf = 1
k
cf [gmθ (xm)/‖gmθ (xm)‖], (11)

Q̃m,kt = Φ(Q̂m,kt−1 ,Z
m,k
cf ), (12)

Q̂m,kt =

{
Q̃m,kt , if γt > prs

Φ(Q̂m,kt−1 ,1
k
rsZm,ksrc ), if γt ≤ prs

, (13)

where 1
k
cf is the confidence index for class k where

1
k
cfφ

m
θ (xm)(k) ≥ τcf and 1krs denotes the source restoring

index which randomly samples Nenq pseudo-source fea-
tures from Zm,ksrc . Φ(a, b) denotes the operation of enqueu-
ing b in a as in [15]. γt is a restoring flag uniformly sam-
pled from [0, 1] at timestamp t and prs denotes the hyper-
parameter of restoring probability. Different from the image
classification problem which can capture all confident sam-
ples [36], the number of confident points from each class
can be huge (i.e., more than 1,000), which is too aggressive
and expensive to enqueue all points. Therefore, we limit
the index number of 1kcf by an upper bound Nenq through
selecting features with the top Nenq confident predictions.

For each optimization step, the mean of the class-wise
centroid for the next step µm,kt+1 is updated as the average
of CMQ of the current timestamp Q̂m,kt so that the class-
wise centroids can adapt to the feature clustering of target
domain without catastrophic forgetting. Additionally, we
propose a class-wise contrastive loss modified from [19] as
a regularizer so that the target confident features can revisit
source knowledge through clustering around the class-wise
centroids. Specifically, given any confident target feature
from Eq. 11 as the anchor, the positive samples are the
features from the CMQ that shares the same modality and
semantic class, denoted as P (k) = {q̂p | q̂p ∈ Q̂m,kt }.
The negative samples are the features from the CMQs of
the same modality but different classes denoted as A(k) =
{q̂n | q̂n ∈ Q̂m,at ,∀a 6= k

⋂
a ∈ Nc}. The class-wise

contrastive loss Lmcts is computed as:

Lmcts =
∑

i∈|Zm,k
cf |

−1

|P (k)|

∑
qp∈P (k)

exp (ẑm,kt,(i) · qp)∑
qn∈N(k) exp (ẑm,kt,(i) · qn)

. (14)

3.5. Main Structure and Optimization

The main structure of our proposed method is shown in
Fig. 2. Given the multi-modal input xm, the teacher model
is used to infer xm and its augmented variants {x̃mi |i ∈
[1, Nm

aug]} and then generate reliable cross-modal pseudo-
labels denoted as ŷ through iMPA and xMPF. The student
model is directly updated by minimizing the weighted sum
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Algorithm 1: The proposed CoMAC
Init Model: Teacher φmθ′ , student φmθ , m ∈ {2D, 3D}
Init CMQ: Q̂m,k0 = Zm,ksrc , m ∈ {2D, 3D}, k ∈ Nc
for t ∈ |XT |, x = (x2D, x3D) ∈ XT do
for m ∈ {2D, 3D} do
1. Augmented input to get {x̃mi | i ∈ Nm

aug}
2. Get predictions and features with φmθ′ by Eq. 3-4
3. Get intra-modal p̂m(xm) by iMPA through Eq. 5-7

end
4. Get inter-modal ŷ by xMPF through Eq. 8-10
5. Update CMQs and compute Lmcts by Eq. 11-14
6. Update φmθ by Eq. 16 and φmθ′ by Eq. 17

end

of the standard cross-entropy loss between its prediction
and the pseudo-label ŷ, and the contrastive loss in Eq. 14.
The teacher model is updated as the exponential moving av-
erage of the student’s weights as in previous works [35, 42]:

Lmce = 1ŷ log φm(xm), (15)

Ltotal =

{2D,3D}∑
m

(Lmce + λctsLmcts), (16)

θ′t+1 = (1− λs)θ + λsθ
′, (17)

where λcts and λs are the hyper-parameters denoting the
coefficient of the contrastive loss and the momentum factor.
Our adaptation process is summarized as Algorithm 1.

4. Experiments

In this section, we present our experimental results based
on two new benchmarks. The details of our proposed
benchmarks, baselines, and implementation are first intro-
duced in Sec. 4.1. Sec. 4.2 presents our overall results and
Sec. 4.3 justifies our method by extensive ablation studies.

4.1. Benchmarks and Settings

Proposed benchmarks. To evaluate the performance un-
der MM-CTTA settings, we proposed two benchmarks in
this work, including (i) SemanticKITTI-to-Synthia (S-
to-S) and (ii) SemanticKITTI-to-Waymo (S-to-W). Both
benchmarks leverage SemanticKITTI [2] as the source-
domain dataset, which utilizes a 0.7MP camera and a 64-
line LiDAR. For the target domain, we utilize two different
datasets including Synthia [33] and Waymo [37] thanks to
the various environmental conditions they cover. The for-
mer shares a larger domain gap with more diverse seasons,
weather, and illumination conditions while the latter is less
challenging but closer to the real-world application. For
S-to-S, it is constructed by a sequence of different videos

from Synthia [33] without any repetition. Since Synthia in-
cludes depth images instead of 3D point clouds, we gener-
ate a simulated point cloud for each sample by randomly
sampling depth pixels as 3D points following the structural
characteristic of LiDAR. For each sequence, all samples are
included for adaptation and we use “No.-Conditions” to in-
dicate their corresponding video sequence in Synthia (i.e,
“01-Spring” indicates video sequence 01 under Spring con-
dition). Different from the previous CTTA benchmark [42]
which only includes 4 different unique sequences, the pro-
posed S-to-S consists of 12 different sequences recorded un-
der various environmental conditions without repetition. By
default, we organize the sequences following the order of
seasons→illumination→weathers as a challenge ascending
order. For S-to-W, we sort out the illumination conditions
of each sequence in Waymo dataset [37] based on the se-
quence descriptions and divide all samples into three types,
including Day (D), Dawn-Dusk (DD), and Night (N). Since
the number of sequences of D is much larger than others, we
further split the sequence of D based on their recording lo-
cation, including Phoenix (P), San Francisco (S), and Oth-
ers (O). Each sequence is separated in two halves to simu-
late the revisiting situation as in [42] but without repeated
samples (i.e., “D-O-1” indicates the first half of the D-O se-
quence). Similar to S-to-S, S-to-W also follows a challenge
ascending order. For both datasets, we adopt the images of
the front-view camera similar to the source-domain dataset.
We utilize a similar class mapping strategy as [18, 35] with
slight modification since some classes are missing in the
target domain. More details are illustrated in the appendix.

Baselines. Previous TTA, MM-TTA, and CTTA meth-
ods are evaluated on both S-to-S and S-to-M as baselines.
For TTA methods, we compare with pseudo-labels with
threshold filtering (Pslabel), TENT [40] and LAME [3],
while xMUDA with pseudo-labels (xMUDA-pl) [18] and
MMTTA [43] are regarded as the representatives of MM-
TTA methods. CoTTA [42] and EATA [30] are the re-
cent works that focus on CTTA problems. Specifically,
xMUDA-pl is originally designed for UDA, whereas we
modify it into a TTA version by discarding the source data
during adaptation. Considering our CoMAC is the only
MM-CTTA method, we implement an MM-CTTA version
of MMTTA [35] integrated with model-based stochastic
restoration in [42] for a fair comparison. We report the
softmax-average mIoU of 2D and 3D predictions as results.

Implementation details. Following previous works [18,
35], we utilize UNet [32] with ResNet-34 [16] encoder as
the 2D backbone and SCN [14] based on UNet as the 3D
backbone for all baselines. The pre-training procedures
on SemanticKITTI dataset follow [18]. For our method,
we empirically choose resizing and z-rotation as the 2D
and 3D augmentations following previous works [42, 18].
Specifically, we utilize multiple resizing factors of [0.5,
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N
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D
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D
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D
-S

-2

D
D

-2

N
-2 Avg

Source - 28.3 30.7 37.7 27.3 23.1 27.3 38.2 26.5 27.0 21.6 27.8 16.4 27.7 33.2 36.9 29.5 28.3 14.0 32.8 38.0 30.4 28.4 14.6 28.6
Pslabel TTA 29.6 27.1 36.4 28.4 21.4 26.6 32.3 26.1 27.4 21.8 25.0 18.0 26.7 39.1 41.9 37.0 36.8 25.7 38.5 43.7 37.6 37.6 24.6 36.9
TENT [40] TTA 35.4 24.9 24.9 20.7 18.7 16.6 16.0 13.6 13.6 11.5 8.4 9.1 17.8 33.6 22.3 18.8 16.9 10.8 15.7 12.9 9.8 11.3 10.6 16.3
LAME [3] TTA 14.0 12.4 17.3 13.0 12.6 11.6 17.0 13.2 19.2 7.7 7.8 6.0 12.7 11.9 10.4 13.4 9.2 8.7 13.4 11.2 12.2 9.7 8.6 12.7
xMUDA-pl [18] MM-TTA 28.8 26.9 35.9 28.2 21.3 26.5 32.2 26.0 27.0 21.6 24.9 17.9 26.4 39.3 42.1 37.4 37.0 25.9 38.7 43.9 37.9 37.7 25.0 36.5
MMTTA [35] MM-TTA 31.1 24.4 30.7 25.8 28.3 24.2 26.8 23.2 29.6 20.7 22.1 20.6 25.6 39.9 40.0 30.9 31.5 29.6 30.6 32.2 23.9 26.4 23.8 30.9
CoTTA [42] CTTA 29.7 27.2 34.7 27.0 26.4 25.6 33.0 27.3 28.1 18.0 22.7 18.4 26.5 32.9 28.0 22.9 22.2 20.3 26.1 24.9 23.6 24.7 19.7 24.5
EATA [30] CTTA 34.0 30.0 38.6 30.2 30.2 28.4 36.5 30.1 32.2 21.3 25.3 20.1 29.7 40.1 40.8 36.3 34.3 28.9 39.3 41.7 36.5 37.9 28.8 36.5
MMTTA-rs [35] MM-CTTA 31.9 28.1 37.7 29.3 28.7 27.6 35.2 29.7 30.2 20.4 25.6 20.3 28.7 40.4 41.5 36.3 34.7 30.2 39.9 41.5 36.4 38.3 29.9 36.9
CoMAC (Ours) MM-CTTA 34.0 34.7 44.9 38.1 35.0 37.8 45.1 39.0 39.1 29.4 35.1 27.1 36.6 41.4 43.7 38.8 37.8 32.2 42.2 41.8 40.7 38.9 30.4 38.8

Time t ←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− t ←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
TENT [40] TTA 10.2 8.8 8.6 9.0 10.2 9.5 9.8 11.4 18.3 13.2 16.9 18.9 12.1 12.0 11.5 9.2 9.8 9.7 12.6 13.0 12.5 19.8 21.2 13.1
MMTTA-rs [35] MM-CTTA 31.4 27.4 37.2 28.7 26.2 27.2 33.1 29.0 28.5 19.9 22.3 19.7 27.6 40.4 41.4 36.4 31.6 29.1 37.6 40.2 35.4 35.2 27.8 35.5
CoMAC (Ours) MM-CTTA 34.6 32.8 40.9 33.2 31.8 32.4 39.2 33.2 33.8 25.1 30.3 23.3 32.4 40.8 41.9 37.7 33.2 30.3 39.6 43.6 38.8 38.6 30.0 37.5

Table 1. Performance (mIoU) of SemanticKITTI-to-Synthia. Here we report the softmax-average mIoU of 2D and 3D prediction.

Figure 3. Ablation studies to justify our design of CoMAC. Specifically, (a) co mpares CoMAC with variants only using raw or augmented
samples as input of iMPA and (b) justifies the necessity of weighting mechanisms in iMPA and xMPF. (c) compares CoMAC with variants
without either target feature enqueuing or pseudo-source features restoring in CMQs. Scores within the parentheses are the average mIoU.

0.625, 0.75, 0.875] and z-rotation of [60◦, 120◦, 180◦, 240◦,
300◦]. Nq and Nenq are set to 4096 and 200, respectively.
We utilize a restore rate prs of 0.5 and a momentum factor
λs of 0.999 with a coefficient λcts of 1. All methods strictly
follow the one-pass protocol [36] (i.e., the training epoch
is one where inference is conducted immediately for each
sample). More details are included in the appendix.

4.2. Overall Results

As shown in Table 1, our CoMAC achieves SOTA per-
formance on the average mIoU of all sequences for both
benchmarks. Specifically, the proposed CoMAC signifi-
cantly outperforms previous methods by more than 6.9% on
S-to-S and 1.9% on S-to-W, which justifies the effectiveness
of our method. It can also be observed that most TTA meth-
ods (TENT [40] and LAME [3]) are outperformed by CTTA
methods, which reveals the importance of avoiding catas-
trophic forgetting. Additionally, previous MM-TTA (i.e.,
xMUDA and MMTTA) methods can not consistently out-
perform previous single-modal methods (e.g., EATA [30]),
which suggests the sensitivity of multi-modal collaboration
toward continual domain shifts. In fact, by intuitively uti-
lizing model-based stochastic restoration, MMTTA-rs can
achieve a noticeable improvement of 3.1% and 6.0% on S-
to-S and S-to-W, respectively. Yet MMTTA-rs is still out-
performed by our method. To justify the effect of the se-
quence arrangement, we conduct additional experiments by

reversing the sequences of S-to-S and S-to-W for TENT,
MMTTA-rs, and our CoMAC. While the performance of all
methods decreases, the improvement of CoMAC compared
to others can be observed across all sequences.

For S-to-S, we notice that our method achieves the
second-best performance at the first sequence 01-Spring and
then surpasses all previous methods in the following se-
quences since we utilize CMQs to gradually adapt to the
changing target domain without forgetting. Compared with
TTA methods, our method consistently prevails with an in-
creasing gap as they struggle with error accumulation. A
similar observation can be found at D-O-2 of S-to-W. In-
terestingly, xMUDA-pl as well as Pslabel perform compet-
itively on S-to-W and outperform CoMAC in D-P-2 mainly
because is less challenging and simply filtering pseudo-
labels can effectively mitigate the prediction noise. Never-
theless, this performance gap is trivial as our CoMAC sur-
passes both xMUDA-pl and Pslabel on all other sequences.

4.3. Ablation Studies

In this section, we provide our ablation studies on S-to-S
to justify our design of CoMAC.
Utilization of raw and augmented input. In Sec. 3.2, a
key hypothesis is that while the augmentation-average pre-
diction can be a potential reliable alternative, it may intro-
duce inductive bias to the result. To justify this assump-
tion, we conduct experiments by simply using the pure raw
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Figure 4. Visualization of online segmentation results. Here we present the cross-modal pseudo-labels from xMPF (Ours) as well as the
individual prediction from 2D and 3D teachers in comparison with the ground truth (GT).

or augmentation-average prediction as the intra-modal pre-
diction as in Eq. 7. As shown in Fig. 3(a), both vari-
ants achieve inferior performance compared to CoMAC
and these performance gaps are consistent across most se-
quences. Specifically, using pure augmentation-average
predictions lead to serious degradation of 5.8%, which jus-
tifies the necessity of mitigating the inductive noise brought
by test-time augmentations and our motivation for iMPA.

Weighting mechanisms of iMPA and xMPF. The pro-
posed iMPA and xMPF utilize centroid-based weighting
mechanisms to attend to the reliable modality. To justify
their effectiveness, we compared CoMAC with variants by
replacing either Eq. 7 or Eq. 8 with a simple average fusion
(indicated as w/o iMPA and w/o xMPF). As presented in
Fig. 3(b), CoMAC outperforms both variants by more than
2.5%. This performance gap justifies that both iMPA and
xMPF play an important part in noise suppression.

Updating mechanisms of CMQs. The goal of CMQs is
to achieve a good balance between adaptation and knowl-
edge preservation. To justify the role of CMQs, we com-
pared CoMAC with variants without enqueuing target fea-
tures or restoring pseudo-source features, respectively. For
the variant without enqueuing target features, the corre-
sponding class-wise centroids are identical to the source
centroids across the whole testing process. As in Fig. 3(c),
disabling enqueuing target features (w/o Update) causes a
significant performance decrease of 6.1%, which justifies
the necessity of adapting class-wise centroids for the valid-
ity of iMPA and xMPF. On the other hand, while disabling
restoring pseudo-source features (w/o Restore) leads to a
quicker adaptation at the first two sequences, it eventually
causes catastrophic forgetting after the third sequence, re-
sulting in a noticeable gap of 8.4%. Overall, the perfor-
mance gain brought by CMQs justifies their effectiveness.

Number of Augmentations. To investigate the effect of
augmentations, we conduct a grid search by utilizing differ-

CoMAC No. of 2D Aug
1 2 3 4 5 Avg

No. of
3D Aug

1 33.0 33.1 33.2 33.2 33.3 33.2
2 34.1 34.2 34.3 34.4 34.4 34.3
3 35.2 35.2 35.4 35.3 35.5 35.3
4 36.4 36.4 36.5 36.5 36.5 36.5
5 36.4 36.5 36.7 36.6 36.7 36.6

Avg 35.0 35.1 35.2 35.2 35.3 35.2

Table 2. Augmentation analysis of CoMAC. CoMAC is evaluated
with different numbers of augmentations.

C
oM

A
C

prs (τcf , λcts) Avg τcf (prs, λcts) Avg λcts (prs, τcf ) Avg
0.5 (0.8, 1.0) 36.6 0.8 (0.5, 1.0) 36.6 1.0 (0.5, 0.8) 36.6
0.3 - 34.5 0.0 - 34.8 0.0 - 35.8
0.7 - 36.4 0.5 - 36.5 0.01 - 36.4
1.0 - 36.3 0.9 - 36.4 0.1 - 36.4

Table 3. Sensitivity analysis of CoMAC. Here “xM” is the
softmax-average of 2D and 3D predictions. The parameter value
with “-” indicates the same value as default settings.

ent numbers of 2D and 3D augmentations. Specifically, we
adopt resize and rotation as 2D and 3D augmentation, re-
spectively. The factor range for 2D scaling is [0.5, 1) while
3D one is set to (0◦, 360◦), where the list of augmentations
is computed as evenly spaced factors given the number of
augmentations. As shown in Table 2, increasing the num-
ber of either 2D or 3D augmentations leads to performance
improvement, while the 2D improvement is less noticeable
compared to 3D probably due to the inductive bias brought
by 2D augmentations. While all settings perform competi-
tively, we adopt the combination of three 2D augmentations
and five 3D augmentations to achieve the best result.
Sensitivity analysis. We perform sensitivity analysis over
the hyper-parameters of CoMAC as shown in Table 3.
There are some extreme cases that can lead to the perfor-
mance degeneration of CoMAC. For restoring rate prs, the
performance relatively drops about 5.7% when prs = 0.3,
indicating the restoring rate is too low to prevent forgetting.
Nevertheless, when prs ≥ 0.5, CoMAC is robust to the arbi-
trary choice of prs. Similar observations can be found when
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Method Aug Samples Inf. Time (s)/sample mIoUmean std
TENT [40] 7 0.379 0.010 17.8
CoTTA [42] 3 7.220 0.399 26.5
Ours 3 1.888 0.082 36.6
Ours (less augs) 3 1.004 0.038 33.0

Table 4. Comparison of processing time per sample.

Figure 5. Processing time of CoMAC components per sample
(left) and GPU RAM with or without CMQs (right). Experiments
are conducted on S-to-S with the default backbones and settings.

τcf = 0.0 or λcts = 0.0, where the performance decreases
relatively by 4.9% and 2.2%. This performance degenera-
tion indicates the importance of confident feature filtering
and class-wise contrastive loss. Overall, when τcf ≥ 0.0
and λcts ≥ 0.01, the performance of CoMAC is also robust
to the hyper-parameter settings, falling into a relative mar-
gin of 0.5%. Note that all settings of CoMAC surpass the
previous SOTA method EATA [30] by more than 4.8%.
Visualization of segmentation. To further justify the ef-
fectiveness of our proposed CoMAC, we provide some vi-
sualization results as shown in Fig. 4. Specifically, we
visualize the 2D and 3D predictions from teacher models
and our cross-modal pseudo-labels from xMPF. Compared
to single-modal predictions, our cross-modal pseudo-labels
can achieve better segmentation results by attending to the
reliable modality, such as the first row in Fig. 4, where the
sidewalk prediction attends more to the 2D image while the
car prediction attends to the reliable 3D point cloud.
Computational and storage overhead. To investigate the
computational and storage overhead of CoMAC, we ana-
lyze the processing time and GPU occupancy when online
testing with our CoMAC as illustrated in Table 4 and Fig. 5.
Similar to previous augmentation-based methods, our pro-
posed CoMAC is limited by the computational overhead
brought by multiple augmentations. However, compared
to the augmentation-based SOTA method CoTTA [42], our
method outperforms it in terms of performance and effi-
ciency (a relative performance improvement of 38.1% with
73.9% less processing time). Compared to the single-
sample-based method TENT, despite a computational over-
head of 1.51s, our method significantly improves relatively
by more than 100%. The computational overhead can be
further lessened by using fewer augmentations, reducing
the processing time relatively by more than 46.8% with a
minor performance drop of 3.6%. Besides augmentations,
another potential source of overhead lies in the utilization of

CMQs as they capture class-wise features for each iteration.
As shown in Fig .5, however, the computational overhead
brought by CMQs is rather trivial, which takes less than
0.05s to update and process each frame. Moreover, since
CMQs only preserve the high-level features instead of raw
samples, the storage cost is also acceptable with a minor us-
age increase (less than 800 MB) of GPU RAM compared to
the CoMAC invariant without CMQs.

5. Conclusion

In this paper, we present a new task, named multi-modal
continual test-time adaptation (MM-CTTA) for 3D seman-
tic segmentation. We further propose a novel method called
CoMAC that tackles MM-CTTA from two perspectives. On
one hand, reliable cross-modal pseudo-labels are generated
by iMPA and xMPF by adaptively attending to the more re-
liable modality in a dual-stage manner. On the other hand,
CMQs are proposed to leverage pseudo-source features and
reliable target features to perform adaptation without catas-
trophic forgetting. We introduce two new benchmarks for
MM-CTTA and our methods outperform previous works by
a noticeable margin in both benchmarks. In the future, we
hope both our method and benchmarks can facilitate the ex-
ploration of MM-CTTA and promote the development of
reliable multi-modal systems in altering environments.
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latif Mtibaa. A survey on deep multimodal learning for com-
puter vision: advances, trends, applications, and datasets.
The Visual Computer, pages 1–32, 2021. 1

[2] Jens Behley, Martin Garbade, Andres Milioto, Jan Quen-
zel, Sven Behnke, Cyrill Stachniss, and Jurgen Gall. Se-
mantickitti: A dataset for semantic scene understanding of
lidar sequences. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pages 9297–9307,
2019. 3, 6

[3] Malik Boudiaf, Romain Mueller, Ismail Ben Ayed, and Luca
Bertinetto. Parameter-free online test-time adaptation. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 8344–8353, 2022. 2, 6,
7

[4] Simon Bultmann, Jan Quenzel, and Sven Behnke. Real-
time multi-modal semantic fusion on unmanned aerial ve-

18817



hicles with label propagation for cross-domain adaptation.
Robotics and Autonomous Systems, 159:104286, 2023. 1

[5] Holger Caesar, Varun Bankiti, Alex H Lang, Sourabh Vora,
Venice Erin Liong, Qiang Xu, Anush Krishnan, Yu Pan, Gi-
ancarlo Baldan, and Oscar Beijbom. nuscenes: A multi-
modal dataset for autonomous driving. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 11621–11631, 2020. 3

[6] Chaoqi Chen, Weiping Xie, Wenbing Huang, Yu Rong,
Xinghao Ding, Yue Huang, Tingyang Xu, and Junzhou
Huang. Progressive feature alignment for unsupervised do-
main adaptation. In Proceedings of the IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, pages
627–636, 2019. 1

[7] Dian Chen, Dequan Wang, Trevor Darrell, and Sayna
Ebrahimi. Contrastive test-time adaptation. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 295–305, 2022. 2

[8] Xieyuanli Chen, Andres Milioto, Emanuele Palazzolo,
Philippe Giguere, Jens Behley, and Cyrill Stachniss.
Suma++: Efficient lidar-based semantic slam. In 2019
IEEE/RSJ International Conference on Intelligent Robots
and Systems (IROS), pages 4530–4537. IEEE, 2019. 1

[9] C. Eastwood, I. Mason, C. Williams, and B. Schölkopf.
Source-free adaptation to measurement shift via bottom-up
feature restoration. In 10th International Conference on
Learning Representations (ICLR), Apr. 2022. 3

[10] Francois Fleuret et al. Uncertainty reduction for model
adaptation in semantic segmentation. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 9613–9623, 2021. 2

[11] Yulu Gan, Xianzheng Ma, Yihang Lou, Yan Bai, Renrui
Zhang, Nian Shi, and Lin Luo. Decorate the newcomers: vi-
sual domain prompt for continual test time adaptation. arXiv
preprint arXiv:2212.04145, 2022. 3

[12] Taesik Gong, Jongheon Jeong, Taewon Kim, Yewon Kim,
Jinwoo Shin, and Sung-Ju Lee. Note: Robust continual test-
time adaptation against temporal correlation. In Advances in
Neural Information Processing Systems, 2022. 3

[13] Sachin Goyal, Mingjie Sun, Aditi Raghunathan, and J Zico
Kolter. Test time adaptation via conjugate pseudo-labels. In
Advances in Neural Information Processing Systems, 2022.
2

[14] Benjamin Graham, Martin Engelcke, and Laurens Van
Der Maaten. 3d semantic segmentation with submanifold
sparse convolutional networks. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition,
pages 9224–9232, 2018. 6

[15] Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross
Girshick. Momentum contrast for unsupervised visual rep-
resentation learning. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
9729–9738, 2020. 5

[16] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 770–778, 2016. 6

[17] Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu,
Phillip Isola, Kate Saenko, Alexei Efros, and Trevor Dar-
rell. Cycada: Cycle-consistent adversarial domain adap-
tation. In International Conference on Machine Learning,
pages 1989–1998. Pmlr, 2018. 1

[18] Maximilian Jaritz, Tuan-Hung Vu, Raoul de Charette, Em-
ilie Wirbel, and Patrick Perez. xmuda: Cross-modal unsu-
pervised domain adaptation for 3d semantic segmentation.
In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, June 2020. 2, 3, 6, 7

[19] Prannay Khosla, Piotr Teterwak, Chen Wang, Aaron Sarna,
Yonglong Tian, Phillip Isola, Aaron Maschinot, Ce Liu, and
Dilip Krishnan. Supervised contrastive learning. Advances
in Neural Information Processing Systems, 33:18661–18673,
2020. 5

[20] Jogendra Nath Kundu, Akshay Kulkarni, Amit Singh, Varun
Jampani, and R Venkatesh Babu. Generalize then adapt:
Source-free domain adaptive semantic segmentation. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 7046–7056, 2021. 2

[21] Jogendra Nath Kundu, Akshay R Kulkarni, Suvaansh Bham-
bri, Deepesh Mehta, Shreyas Anand Kulkarni, Varun Jam-
pani, and Venkatesh Babu Radhakrishnan. Balancing
discriminability and transferability for source-free domain
adaptation. In International Conference on Machine Learn-
ing, pages 11710–11728. PMLR, 2022. 2

[22] Jian Liang, Dapeng Hu, and Jiashi Feng. Do we really need
to access the source data? source hypothesis transfer for un-
supervised domain adaptation. In International Conference
on Machine Learning, pages 6028–6039. PMLR, 2020. 2

[23] Hyesu Lim, Byeonggeun Kim, Jaegul Choo, and Sungha
Choi. Ttn: A domain-shift aware batch normalization in test-
time adaptation. arXiv preprint arXiv:2302.05155, 2023. 2

[24] Wei Liu, Zhiming Luo, Yuanzheng Cai, Ying Yu, Yang Ke,
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