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Abstract

Token compression aims to speed up large-scale vision
transformers (e.g. ViTs) by pruning (dropping) or merg-
ing tokens. It is an important but challenging task. Al-
though recent advanced approaches achieved great suc-
cess, they need to carefully handcraft a compression rate
(i.e. number of tokens to remove), which is tedious and
leads to sub-optimal performance. To tackle this problem,
we propose Differentiable Compression Rate (DiffRate), a
novel token compression method that has several appeal-
ing properties prior arts do not have. First, DiffRate en-
ables propagating the loss function’s gradient onto the com-
pression ratio, which is considered as a non-differentiable
hyperparameter in previous work. In this case, different
layers can automatically learn different compression rates
layer-wisely without extra overhead. Second, token pruning
and merging can be naturally performed simultaneously in
DiffRate, while they were isolated in previous works. Third,
extensive experiments demonstrate that DiffRate achieves
state-of-the-art performance. For example, by applying
the learned layer-wise compression rates to an off-the-shelf
ViT-H (MAE) model, we achieve a 40% FLOPs reduction
and a 1.5× throughput improvement, with a minor accu-
racy drop of 0.16% on ImageNet without fine-tuning, even
outperforming previous methods with fine-tuning. Codes
and models are available at https://github.com/
OpenGVLab/DiffRate.

1. Introduction
Vision Transformer (ViT) [7] has rapidly developed

and achieved state-of-the-art performance in various vision

tasks such as image classification[26], object detection [45],

and semantic segmentation [36, 12, 15, 16]. Due to the

flexibility in handling various input formats, ViT has also
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Figure 1: Comparison of different token compression
methods including token pruning EViT [23], token merging

ToMe [1] and our method. Pruned tokens are represented

by black and non-border, while merged tokens are repre-

sented by patches with the same inner and border color.

(a) shows that our method achieves better top-1 accuracy

on ImageNet with FLOPs of 2.3G when compressing pre-

trained Deit-S [32] without fine-tuning. (b) and (c) show

that previous methods typically focus on either pruning or

merging tokens using hand-picked compression rate with

the guidance of performance. But our method leverages

both approaches simultaneously to achieve more effective

compression using the differentiable compression rate with

gradient optimization.

been widely applied to self-supervised learning [13] and

other modalities [9, 37]. Despite the remarkable success,

ViTs suffer from the intensive computational complexity

that increases quadratically with the token length in the self-

attention layer, presenting a challenge for practical applica-

tions. Therefore, it is crucial to improve the efficiency of

ViTs in order to make them more widespread.

In pursuit of efficient ViTs, various network compres-

sion techniques such as weight pruning [39, 34], quanti-

zation [27, 42], distillation [17, 35] and so on have been

investigated. Among them, token compression[29, 1, 23]
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has emerged as a promising approach to reduce redundancy

in ViT for several appealing properties. First, token com-

pression can be applied without any modifications to the

network structure by exploiting the input-agnostic nature of

transformers. Second, token compression is orthogonal to

previous compression methods, making it a complementary

approach to existing techniques [34, 4].

Existing token compression approaches typically include

token pruning [29, 23, 20] and token merging [1]. As shown

in Fig. 1(a), token pruning preserves informative tokens by

measuring the importance of tokens with a defined met-

ric. It can easily identify irrelevant background tokens with

low importance. On the other hand, token merging com-

presses tokens by merging them with a large semantic sim-

ilarity, which can not only discard some background tokens

but also merge less informative foreground tokens. How-

ever, both pruning and merging handcraft a compression

rate (i.e. the ratio of removed tokens and total tokens) for

each transformer layer as shown in Fig. 1(b), which has two

drawbacks. First, since model complexity metrics such as

FLOPs are related to compression rates in each layer, it is te-

dious for practitioners to set layer-wise compression rates in

order to meet the complexity constraints while retaining the

performance of ViTs as much as possible. Second, infor-

mative foreground tokens are prone to being discarded with

a hand-picked compression rate, which results in perfor-

mance degradation. As shown in Fig. 1(a), when compress-

ing tokens at fixed rates, token pruning such as EViT [23]

removes most of the informative foreground tokens while

token merging [1] also merges many important foreground

tokens into a single token, leading to a sudden drop of top-1
accuracy on ImageNet.

To tackle the above issues, this work proposes a unified

token compression framework called Differentiable Com-

pression Rate (DiffRate), where both pruning and merging

compression rates are determined in a differentiable man-

ner. To achieve this goal, we propose a novel method,

namely Differentiable Discrete Proxy (DDP) module. In

DDP, a token sorting procedure is first performed to identify

important tokens with a token importance metric. Then, a

re-parameterization trick enables us to optimally select top-

K important tokens with gradient back-propagation. In this

way, all input images would have the top-K important to-

kens preserved, making it possible for parallel batch com-

putation. Notably, the optimization process of DiffRate is

highly efficient and can converge within 3 epochs (i.e. 2.7

GPU hours for ViT-B).

Thanks to the inclusion of differentiable compression

rates, DiffRate can leverage the benefits of token pruning

and merging by seamlessly integrating both techniques into

a forward pass. This is possible because both token prun-

ing and merging are capable of determining the optimal

set of tokens to preserve. As shown in Fig. 1(a), DiffRate

can prune most irrelevant background tokens and preserve

detailed foreground information, leading to a good trade-

off between efficiency and performance. With the learned

compression rate, DiffRate achieves state-of-the-art perfor-

mance in compressing various ViTs. For example, DiffRate

can compress an off-the-shelf ViT-H model pre-trained by

MAE [13] with 40% FLOPs reduction and 50% through-

put improvement with only 0.16% accuracy drop, outper-

forming previous methods that require tuning the network

parameter.

Our contributions are summarized as follows:

• We develop a unified token compression framework,

Differentiable Compression Rate (DiffRate), that in-

cludes both token pruning and merging, and formulate

token compression as an optimization problem.

• DiffRate employs a Differentiable Discrete Proxy

which consists of a token sorting procedure and a re-

parameterization trick to determine the optimal com-

pression rate under different computation cost con-

straints. To our knowledge, it is the first study to ex-

plore differentiable compression rate optimization in

token compression.

• Through extensive experiments, we demonstrate that

DiffRate outperforms previous methods and achieves

state-of-the-art performance on the off-the-shelf mod-

els. We hope that DiffRate can advance the field of

token compression and improve the practical applica-

tion of Vision Transformers (ViTs).

2. Related Work
Token Compression Several recent studies have at-

tempt compress redundancy token according token prun-

ing [23, 29, 8, 40, 31, 21, 20, 38, 24, 34] and token merg-

ing [1, 43, 30, 28]. However, most of these methods focus

on designing metrics to distinguish redundant tokens, while

ignoring the token compression schedule in each block.

Some methods, such as VTC-LFC [34] and ViT-Slim [4]

combine token prune with weight prune and determine the

number of prune tokens using threshold-based approaches,

which is also highly influenced by the hand-picked hyper-

parameters. In contrast, our proposed method can learn the

token compression schedule in a differentiable form. Fur-

thermore, we consider both token merging and token prun-

ing in the token compression process, resulting in a better

trade-off between speed and accuracy.

Differentiable Neural Architecture Search. There are

also many works [25, 3, 11] attempted to search for neu-

ral architecture in a differentiable manner. For example,

DARTS [25] and ProxylessNAS [3] learn the probabilities

of each candidate operation and select the operation with

the highest probability as the final architecture. DMCP [11]
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is the approach most similar to proposed DiffRate, as it

searches for the channel number of convolution in each

layer. However, the differentiable method used in chan-

nel pruning cannot be directly applied to token compres-

sion. Firstly, the definition of search space is different. The

search space for channel pruning is the channel, while for

token compression, it is the token. Channels in the same po-

sition represent the same feature, while tokens are position-

agnostic. Secondly, the output channel number in each

layer is independent to other layers while the token must

be pruned once it is discarded in previous layers. As of

now, no approach has been proposed for differentiable to-

ken compression rate.

3. Differentiable Compression Rate
In this section, we first briefly introduce a transformer

block and existing compression approaches, and then

present our Differentiable Compression Rate (DiffRate) to

build a unified token compression technique.

Transformer Block. Token compression in ViTs oper-

ates in each transformer block. Given the input token of the

l-th block Xl ∈ R
N×D where N and D are the token length

and token size, respectively, the forward propagation of the

transformer block is expressed as follows:

X̂l = Xl+Attention(Xl),Xl+1 = X̂l+MLP(X̂l), (1)

where l ∈ [L] and L is the network depth. Moreover,

Attention and MLP represent the self-attention and the

MLP modules in the transformer block, respectively. In

Eqn. (1), X̂l is the output token of Attention.

Token Pruning and Merging. As shown in Fig. 2, exist-

ing token compression methods usually remove redundant

tokens from X̂l by token pruning or merging, as given by

X̂l
p ← fp(X̂

l, αl
p) or X̂

l
m ← fm(X̂l, αl

m), (2)

where fp, fm are pruning and merging operations,αl
p, α

l
m

are their compression rates, and X̂l
p ∈ R

N l
p×D, X̂l

m ∈
R

N l
m×D are their outputs which are then fed into MLP

in Eqn. (1). Hence, the pruning and merging compression

rate for each block is defined as αl
p = (N − N l

p)/N and

αl
m = (N −N l

m)/N , respectively. For example, EViT [23]

preserves the important tokens while fusing unimportant to-

kens between Attention and MLP under the guidance of

an importance metric. ToMe [1] merges similar tokens of

X̂l in both foreground and background. Note that Dynam-

icViT [29] prunes tokens after MLP, but we find that it also

works well when it operates after Attention. Although these

approaches achieved great success, they need to carefully

handcraft a compression rate block-wisely, which is tedious

and leads to sub-optimal performance as shown in Fig. 1(a).

Unified Formulation of DiffRate. To mitigate this

problem, we propose Differentiable Compression Rate

Figure 2: Token compression in a transformer block.

(DiffRate), a unified token compression method, to search

compression rates optimally. Given a pre-trained model

W∗, the objective of token compression is to minimize the

classification loss Lcls on a training dataset (X,Y) with

target FLOPs T . This can be formulated as an optimization

problem as follows:

α∗
p,α

∗
m = arg min

αp,αm

Lcls(W
∗(X),Y|αp,αm), (3)

s.t. F(αp,αm) ≤ T, 0 ≤ αl
p, α

l
m ≤ 1, (4)

X̂l = fc(X̂
l, αl

p, α
l
m), l ∈ [L] (5)

where αp = {αl
p}Ll=1 and αm = {αl

m}Ll=1 represent prun-

ing and merging compression rates across all blocks, re-

spectively. Moreover, F(αp,αm) denotes the correspond-

ing FLOPs, which can be expressed as a differentiable way

of the compression rates. Eqn. (5) shows that DiffRate com-

presses X̂l with operation fc and compression rates αl
p and

αl
m in each transformer block. Finally, α∗

p and α∗
m are ob-

tained by differentiably learning in DiffRate.

With the unified formulation of token compression,

DiffRate is capable enough to express various compression

methods. In detail, when fc = fp, α
l
m = 0, DiffRate

represents token pruning with differentiable pruning com-

pression rate αl
p. when fc = fm, αl

p = 0, DiffRate turn

into differentiable token merging. In this work, we set

fc = fm ◦ fp, meaning that tokens are first pruned and then

merged. In this case, DiffRate seamlessly integrates token

pruning and token merging through differentiable compres-

sion rates.

However, it is challenging to solve the optimization

problem in Eqn. (3-5) with gradient-based methods for ViTs

as compression rates are not differentiable. Directly learn-

ing 0-1 masks for tokens as did in channel pruning [19] is

infeasible because each image may drop different numbers

of tokens. This makes it hard to parallelize the computa-

tion. For example, DynamicViT [29] and SPViT [20] main-

tain a mask vector for each input image, but they still need

to manually design compression rates to ensure that all im-

ages preserve the same number of tokens. The following

section introduces a novel technique for the differentiable

search of compression rates.
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(a) Token Sorting (b) Compression Rate Re-parameterization

Figure 3: Pipeline of Differentiable Discrete Proxy. (a) Token Sorting: the input N tokens are sorted based on the im-

portance metric class attention Ac. With pruning rate αp and merging rate αm, we first prune Nαp least important tokens,

then merge N(αm − αp) unimportant tokens with similar ones among the remaining tokens. (b) Compression Rate Re-

parameterization: the approach translate compression rate α into the combination with discrete rate C and learnable proba-

bility ρ. The top part is attention masking [29], which simulates token dropping by mask during training.

4. Differentiable Discrete Proxy

To make compression rates differentiable, our main idea

is to preserve the top-K important tokens for all images,

which can not only allow for parallel batch computation but

also retain the performance of the original ViTs as much

as possible. To achieve this, we introduce a novel method

called the Differentiable Discrete Proxy (DDP), which com-

prises two critical components: a token sorting procedure

to identify important tokens with a token importance met-

ric and a re-parameterization trick to optimally select top-K
important tokens with gradient back-propagation. The over-

all pipeline of DDP is illustrated in Fig. 3.

4.1. Token Sorting

Token Importance Metric. To find top-K importance

tokens, we sort tokens by token importance metric, which

has been well established in the literature. Here, we employ

the class attention Ac ∈ R
1×N as the importance metric

following EViT [23]. The interaction between class atten-

tion and image tokes can be written by:

Ac = Softmax
(
qcK

T /
√
D
)
, and Xc = AcV, (6)

where qc ∈ R
1×D, K ∈ R

N×D, V ∈ R
N×D and

Xc ∈ R
1×D denote the query vector of class token, the

key matrix, the value matrix, and the class token of the self-

attention layer. From Eqn. (6), the class attention Ac mea-

sures how much each image token contributes to the class

token. Higher class attention indicates a more significant

influence of the corresponding image token on the final out-

put, implying greater importance [5, 23]. We also investi-

gate other importance metrics in the ablation study as shown

in Table 4a.

Pruning and Merging in DiffRate. With the token im-

portance established in Eqn. (6), it is natural to remove to-

kens with low importance, such as those representing se-

mantically irrelevant backgrounds by following principles

in token pruning [23, 29]. As shown in Fig. 3a, we prune

Nαp unimportant tokens in the l-th transformer block.

Notely, we drop the superscript l of compression rate to

simplify the notation. After that, we use cosine similarity to

measure the similarity between N(αm − αp) unimportant

tokens and the remaining tokens. For similar token pairs,

we generate a new token by directly average them. Through

the above sorting-pruning-merging pipeline, the number of

tokens to be pruned and merged in each block is optimally

determined with learnable compression rate in our DiffRate.

Hence, DiffRate can seamlessly integrate token pruning and

merging.

4.2. Compression Rate Re-parameterization

DDP uses a re-parameterization trick to make pruning

and merging compression rates differentiable. We simplify

the notation by using a single variable α to represent both

compression rates.

Re-parameterization with Discrete Rates. In essential,

making compression rate differentiable is to determine how

many tokens should be discarded with optimality guarantee.

To tackle this problem, we re-parameterize the compression

rate as a learnable combination of multiple candidate com-

pression rates. Specifically, we introduce a discrete com-

pression rate set, denoted as C = {C1, C2, ..., CN}, where

Ck = k−1
N represents the top (k− 1) least important tokens

should be removed. By assigning learnable probabilities ρk
to each candidate compression rate Ck with

∑N
k=1 ρk = 1,
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the compression rate can be written as

α =

N∑
k=1

Ckρk. (7)

By using discrete candidate rates as the proxy, the optimiza-

tion problem of learning compression rates can be translated

into the problem of learning the probabilities ρk.

Token-Level Mask. As shown in Fig. 3b, with Ck and

ρk, the probability that the k-th important token is com-

pressed can be calculated as

π1 = 0, πk = ρN+2−k + · · ·+ ρN−1 + ρN , k ≥ 2 (8)

where π1 = 0 indicates that the most important token

is always retained. From Eqn. (8), it is easy to see that

πk ≤ πk+1. Therefore, our DiffRate with DDP aligns with

the fact that less important tokens should have a larger com-

pression probability. To make the training and inference

consistent, we convert πk into a 0-1 mask as given by,

mk =

{
0, πk ≥ α,

1, πk < α,
(9)

where mk = 1 indicates that the k-th token is preserved,

and vice versa.

In each vision transformer block, we instantiate two in-

dependent re-parameterization modules to learn both prun-

ing and merging compression rates. Thus, it generates two

token-level masks, namely the pruning mask and the merg-

ing mask, denoted mp
k and mm

k for each token, respectively.

Note that the token removed in last block must also be com-

pressed in this block. Hence, the final mask is defined as

mk = mk ·mp
k ·mm

k , (10)

where mk on the right-hand side is the mask for the k-th

token in the last block.

Attention Masking. To preserve the gradient back-

propagation chain, we convert token dropping into atten-

tion masking with mask mk in Eqn. (10) following Dynam-

icViT [29]. To achieve this, we construct an attention mask

M with the same dimensions as the attention map for each

self-attention operation:

Mi,j =

{
1, i = j,

mj , i �= j.
. (11)

The attention mask prevents the interaction between all

compressed tokens and the other tokens, except itself. We

then use this mask to modified the Softmax operation in the

next self-attention module:

S =
QKT

√
D

, Ŝi,j =
exp(Si,j)Mi,j∑N
k=1 exp(Si,k)Mi,k

, (12)

Algorithm 1 Differentiable Compression Rate.

Input: training dataset (X,Y), pretrained model weight

W∗, target FLOPs T , DDP with discrete compression rate

{Ck}Nk=1 and learnable probabilities {ρk}Nk=1.

Output: block-wise pruning compression rate αp = {αl
p}Ll=1

and merging compression rate αm = {αl
m}Ll=1.

1: for (x,y) in (X,Y) do
2: calculate αp and αm with {ρk}Nk=1 by Eqn. (7).

3: calculate pruning mask {mp
k}Nk=1 by Eqn. (9).

4: calculate merging mask {mm
k }Nk=1 by Eqn. (9).

5: sorting → pruning → merging in Sec. 4.1

6: attention masking with Eqn. (11-12)

7: calculate classification loss: Lcls(W
∗(x),y)

8: calculate FLOPs loss: Lf = (F(αp,αm)− T )2

9: calculate optimization objective: L = Lcls + λfLf

10: backward L to ρk with Eqn. (14)

11: update ρk by gradient

12: end for
13: return αp and αm

where Q ∈ R
N×D is the query matrix, S ∈ R

N×N is the

original attention map before SoftMax, and Ŝi,j is actually

used to update tokens. Eqn. (11-12) enables propagation the

loss function’s gradient onto the mask m.

5. Training Objective
We solve the optimization problem in Eqn. (3-5) by min-

imizing the total loss as given by

L = Lcls + λfLf (αp,αm), (13)

where Lf = (F(αp,αm) − T )2 is the loss to constraint

the FLOPs. The hyper-parameter λf balances the two loss

terms, and we set it to 5 by default in our experiments.

During network back-propagation, we utilize the

straight-through-estimator (STE) [14] to calculate the gra-

dient of Eqn. (11). Hence, we can calculate the gradient of

L with respect to ρk using the chain rule:

∂L
∂ρk

=

N∑
j=1

∂L
∂mj

∂mj

∂πj

∂πj

∂ρk
≈

N∑
j=1

∂L
∂mj

∂πj

∂ρk
. (14)

Since ρk is differentiable through Eqn. (14), the compres-

sion rate α can be optimized with gradient back-propagation

by Eqn. (7).

Overall Algorithm. The overall training algorithm of

DiffRate is illustrated in Algorithm 1. It consists of three

steps: forward model with ρk (Lines 2-6), calculating op-

timization objective (Lines 7-9), backward propagation and

ρk update in DDP (Lines 10-11). The DiffRate algorithm

finds the optimal compression rate by updating ρk in a dif-

ferentiable form, and the resulting compression rate can be

directly applied to off-the-shelf models.
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Extension to Other Complexity Metrics. Our DiffRate

model offers flexible differentiable compression rates that

can be supervised using various computational complexity

metrics, such as FLOPs and latency. To investigate its po-

tential, we employed Gemmini [10], a framework for gener-

ating deep learning accelerators that can produce a diverse

set of realistic accelerators based on a flexible architecture

template. Using Gemmini, we conducted a co-search of the

design space for compression ratios αp and αm, as well as

accelerator parameters β simultaneously. The loss function

in Eqn. (13) becomes

L = Lcls + λfLf (αp,αm)

+ λlaLla(αp,αm,β) + λpwLpw(αp,αm,β),
(15)

where Lla and Lpw are loss functions to constraint latency

and power consumption in Gemmini accelerator, respec-

tively. λla and λpw are their strengths. By minimizing L,

DiffRate can further learn optimal α∗
p,α

∗
m satisfying vari-

ous resource constraints, and the optimum β∗ can be imple-

mented in FPGA board. The details are in Appendix B.

6. Experiments
This section presents extensive experiments to verify our

proposed DiffRate. Sec. 6.1 provides training details. Sec.

6.2 compares DiffRate with previous compression tech-

niques. The ablation study and visualization are presented

in Sec. 6.3 and Sec. 6.4, repsectively.

6.1. Implementation Details

In this section, we conduct a series of experiments on

ImageNet-1k [6] using DeiT [32], MAE [13], and LV-

ViT [18]. We initialize the backbone models with pre-

trained models and fix them to train the learnable probabil-

ities in DDP with the objective function in Eqn. (13). The

DDP is trained for 3 epochs using a learning rate of 1e−2.

Once the compression rate of DDP is determined, it can be

directly applied to off-the-shelf models. We also fine-tune

the model optionally for 30 epochs using a learning rate of

1e−5 after determining the compression rate, denoted by the

superscript “†” in the table for differentiation. All through-

put measurements are taken during inference on an A100

GPU with a batch size of 1024 and fp16. The other exper-

imental setups follow most of the training techniques used

in DeiT [32], and additional details can be found in Ap-

pendix A. Note that our DiffRate is highlighted in the tables

in gray, and bold denotes the best results.

6.2. Comparison with state-of-the-art

Compression Schedule. In Fig. 4, we compare the com-

pression rate obtained by DiffRate with three other token

pruning schedules, including EViT [43], ToMe [1], and ran-

domly sampled schedules. We evaluate the FLOPs and ac-

Table 1: Token compression on the off-the-shelf models.
We directly apply EViT [23], ToMe [1], and the proposed

DiffRate to off-the-shelf models, i.e. without updating the

network parameters of pre-trained models.

Model Method FLOPs imgs/s Acc.

ViT-S (DeiT)

Baseline [32] 4.6 5039 79.82

EViT [23] 2.3 8950 73.83

ToMe [1] 2.3 8874 77.99

DiffRate 2.3 8901 78.76
EViT [23] 3.0 6807 78.50

ToMe [1] 2.9 6712 78.89

DiffRate 2.9 6744 79.58

ViT-B (DeiT)

Baseline [32] 17.6 2130 81.83

EViT [23] 8.7 4230 74.61

ToMe [1] 8.8 4023 77.84

DiffRate 8.7 4124 78.98
EViT [23] 11.5 2886 80.37

ToMe [1] 11.5 2834 80.58

DiffRate 11.5 2865 81.50

ViT-B (MAE)

Baseline [13] 17.6 2130 83.72

EViT [23] 8.7 4230 75.15

ToMe [1] 8.8 4023 78.86

DiffRate 8.7 4150 79.96
EViT [23] 11.5 2886 82.01

ToMe [1] 11.5 2834 82.32

DiffRate 11.5 2865 82.91

ViT-L (MAE)

Baseline [13] 61.6 758 85.95

EViT [23] 29.7 1672 81.52

ToMe [1] 31.0 1550 84.24

DiffRate 31.0 1580 84.65
EViT [23] 39.6 1089 85.06

ToMe [1] 42.3 1033 85.41

DiffRate 42.3 1045 85.56

ViT-H (MAE)

Baseline [13] 167.4 299 86.88

ToMe [1] 92.9 500 86.01

EViT [23] 99.1 512 85.54

DiffRate 93.2 504 86.40
ToMe [1] 103.4 442 86.29

EViT [23] 112.9 432 86.32

DiffRate 103.4 450 86.72

LV-ViT-S

Baseline [18] 6.6 3630 83.30

EViT [23] 3.9 5077 79.77

DiffRate 3.9 5021 82.56

curacy on the ImageNet-1k validation dataset using an off-

the-shelf ViT-B (DeiT) and investigate three token compres-

sion options: only pruning, only merging, and a combina-

tion of pruning and merging, as depicted in Sec. 4.1. We can

observe that DiffRate performed almost optimally, regard-

less of the token compression setting and FLOPs constraint.

Additionally, DiffRate’s advantage was more prominent at

lower FLOPs constraints, indicating its ability to provide

more appropriate compression rates at larger solution space.

DiffRate also benefited from unified token compression, in-

dicating that it can preserve more information by combining

17169



(a) Pruning (b) Merging (c) Pruning and Merging

Figure 4: Token Compression Schedule Comparison. We test the proposed DiffRate on ViT-B (DeiT) with three token

compression options: (a) Only token pruning like EViT [43], (b) Only token merging like ToMe [1],(c) Pruning and Merging

as depicted in Sec. 4.1. The token compression schedules searched through DiffRate outperform the constant schedules

used in ToMe [1] and EViT [23]. Moreover, the performance of our method is close to optimal when compared to 10, 000
randomly sampled schedules.

the merits of token merging and pruning.

Off-the-shelf. We compare the proposed DiffRate with

EViT [43] and ToMe [1] in the “off-the-shelf” setting, in-

dicating direct use of the pre-trained model without updat-

ing the network parameters. Notably, the compression rate

achieved by DiffRate can be applied to pre-trained mod-

els without any additional computation. As shown in Ta-

ble 1, DiffRate consistently outperforms both EViT [23] and

ToMe [1] across various models. Specifically, DiffRate out-

performs ToMe [1] by 0.14% to 1.14%, and outperforms

EViT [23] by 0.39% to 4.93%. These results demonstrate

the strong potential of DiffRate as an effective post-training

token compression method. More results at other FLOPs

constraints can be found in Appendix C.

With Training. In Table 2, we compare the proposed

DiffRate with several methods that require training the

model, indicating fine-tuning with pre-trained models or

training from scratch. The evaluated methods include

EViT [1] and ToMe [1], which train models from scratch,

and ATS [8], DynamicViT [29], SP-ViT [20], which fine-

tune pre-trained models for 30 epochs. To ensure a fair com-

parison, for DiffRate, we also fine-tune the pre-trained mod-

els for 30 epochs with the searched compression rate. We

can observe that DiffRate still maintains a performance ad-

vantage compared to methods that require training. Specif-

ically, ATS achieves a top-1 accuracy of 79.70% in DeiT-S,

close to our 79.83%. However, it is important to note that

ATS is an input-adaptive token pruning method that cannot

be applied to batch inference, while DiffRate does not suf-

fer this problem. Moreover, we find that DiffRate utilized

with an off-the-shelf model achieves comparable or superior

performance to methods that require training. For instance,

DiffRate attains 79.58% on the off-the-shelf DeiT-S [32],

while EViT and ToMe, after training, only achieve 79.50%

and 79.49%, respectively. Similar results are also observed

in ViT-B (DeiT) and ViT-B/L/H (MAE).

Table 2: Token compression with training. † indicates

fine-tuning the model with searched compression rate for

30 epochs.

Model Method FLOPs imgs/s Acc.

ViT-S (DeiT)

Baseline [32] 4.6 5039 79.82

DynamicViT [29] 2.9 6527 79.30

Evo-ViT [38] 3.0 6679 79.40

EViT [23] 3.0 6807 79.50

ToMe [1] 2.9 6712 79.49

ATS [8] 2.9 - 79.70

SPViT [20] 2.6 - 79.34

DiffRate 2.9 6744 79.58
DiffRate† 2.9 6744 79.83

ViT-B (DeiT)

Baseline [32] 17.6 2130 81.83

EViT [23] 11.5 2886 81.30

ToMe [1] 11.5 2834 81.41

DiffRate 11.5 2865 81.50
DiffRate† 11.5 2865 81.71

ViT-B (MAE)

Baseline [13] 17.6 2130 83.72

ToMe [1] 11.5 2834 82.94

DiffRate 11.5 2865 82.91
DiffRate† 11.5 2865 83.25

ViT-L (MAE)

Baseline [13] 61.6 758 85.95

ToMe [1] 42.3 1033 85.59

DiffRate 42.3 1045 85.56
DiffRate† 42.3 1045 85.71

ViT-H (MAE)

Baseline [13] 167.4 299 86.88

ToMe [1] 103.4 442 86.51

DiffRate 103.4 450 86.72

Multiple Complexity Constraints. In addition, we

supervise DiffRate with three computational complexity

constraints: FLOPs, latency, and power, as detailed in

Eqn. (15). As shown in Table 3, integrating multiple com-

plexity constraints enhances the trade-off between perfor-

mance and complexity. Specifically, leveraging multiple
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Figure 5: Image Visualizations. Results of proposed DiffRate on ImageNet-1k validation using a pre-trained DeiT-B model,

only 34 tokens left in block 12. Merged tokens are represented by patches with the same inner and border color, while

pruned tokens are represented by black. The visualizations show that DiffRate can gradually prune the redundant token in

the background and merge less-discriminative tokens in the foreground.

Table 3: Results under multiple complexity constraints.
on ViT-S (DeiT). DiffRate indicates single FLOPs con-

straint as Eqn. (13), DiffRate-M indicates multiple com-

plexity constraint as Eqn. (15).

Method FLOPs(G) Latency(ms) Power(mW) Acc.

Baseline 4.6 68.1 156 79.82

EViT 3.0 40.4 99 79.50

DiffRate 2.9 40.1 98 79.83
DiffRate-M 2.9 37.6 90 79.80

complexity constraints leads to a remarkable reduction of

2.5ms in latency and 8mW in power consumption compared

to a single FLOPs constraint, with only a negligible decline

in accuracy of a mere 0.03%.

6.3. Ablation Study

In this section, we perform DiffRate with variants to in-

vestigate the effectiveness of our proposed method. As the

experiment shown in Table 4a, we compare the influence

of several token sorting metrics, including randomly gener-

ated rank, class attention (Ac), image attention (Ai) [23],

and the product of class attention and the value matrix’s

norm (Ac · |V |) [8]. It can be observed that Ac and Ac · |V |
exhibit similar performance, and we choose Ac as our de-

fault setting since it does not require any additional compu-

tation. Then Table 4b compares several token compression

options, including only pruning, only merging, pruning then

merging, and merging then pruning. The results show that

pruning then merging performs the best since it success-

fully combines the advantages of both pruning and merg-

ing. What’s more, in Table 4c, we investigate the amount of

training data required by DiffRate to find the optimal com-

pression rate. Surprisingly, we find that only 1, 000 images

are sufficient to obtain an appropriate compression rate. Al-

though we also optimize the token compression rate using

the entire training dataset, our results demonstrate the po-

tential for DiffRate to work well even with minimal data.

Lastly, Table 4d investigates the convergence time required

by DiffRate. We can find that only three epochs are re-

quired, demonstrating the efficiency of DiffRate as a token

compression approach.

6.4. Visualization

The visualizations results in Fig. 5 demonstrate that

DiffRate effectively removes semantically irrelevant back-

ground information. Furthermore, DiffRate can reduce the

number of tokens by merging less-discriminative tokens in

the foreground. For example, in the first row, DiffRate suc-

cessfully removes most of the background and merges the

dog hair and butterfly wings tokens into fewer tokens. In the

second row, DiffRate preserves salient information tokens

in different image regions, even when multiple instances

exist. Overall, the visualization results highlight the effec-

tiveness of our proposed DiffRate method in compressing

ViT models without significant information loss. See more

results in Appendix D.

7. Conclusion
This work presents a new token compression framework,

named Differentiable Compression Rate (DiffRate). The

proposed approach integrates both token pruning and merg-

ing into a unified framework that can optimize the com-

pression rate in a differentiable manner. To achieve this,

we introduced a novel Differentiable Discrete Proxy (DDP)

module that can effectively determine the optimal compres-

sion rate using gradient back-propagation. Our experimen-

tal results demonstrate that DiffRate can perform compara-

ble or superior to previous state-of-the-art token compres-

sion methods, even without fine-tuning the model. Addi-

tionally, DiffRate is highly data-efficient, as it can identify

the appropriate compression rate using only 1, 000 images.
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Table 4: Ablation experiments using ViT-B (DeiT) [32]. Our default settings are marked in gray.

Metric Acc.(%)

Random 79.72

Ai 81.38

Ac · |V| 81.53
Ac 81.50

c

(a) Sorting Metric. Sim-

ply class attention can

measure the importance of

tokens.

Option Acc.(%)

Pruning 80.83

Merging 81.14

Merging-Pruning 81.18

Pruning-Merging 81.50

(b) Token Compression Module
Option. A merging and pruning

pipeline is the best choice.

Number Acc.(%)

1,000 81.40

4,000 81.46

16,000 81.50
All 81.50

(c) Training Data.
1,000 images is enough

to optimize compres-

sion rate.

Time (g-hrs) Acc.(%)

0.9 (1-ep) 81.32

2.7 (3-ep) 81.50

9 (10-ep) 81.50

27 (30-ep) 81.52

(d) Optimization Time. To-

ken compression rate can

converge within 2.7 gpu

houres.

Overall, the proposed DiffRate framework offers a new per-

spective on token compression by revealing the importance

of compression rate. We believe that this approach has the

potential to pave the way for further advancements in token

compression research.
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