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Abstract

Point cloud registration is essential in computer vision
and robotics. In this paper, a critical observation is made
that the invisible parts of each point cloud can be directly
utilized as inherent masks, and the aligned point cloud pair
can be regarded as the reconstruction target. Motivated
by this observation, we rethink the point cloud registra-
tion problem as a masking and reconstruction task. To this
end, a generic and concise auxiliary training network, the
Masked Reconstruction Auxiliary Network (MRA), is pro-
posed. The MRA reconstructs the complete point cloud by
separately using the encoded features of each point cloud
obtained from the backbone, guiding the contextual features
in the backbone to capture fine-grained geometric details
and the overall structures of point cloud pairs. Unlike re-
cently developed high-performing methods that incorporate
specific encoding methods into transformer models, which
sacrifice versatility and introduce significant computational
complexity during the inference process, our MRA can be
easily inserted into other methods to further improve regis-
tration accuracy. Additionally, the MRA is detached after
training, thereby avoiding extra computational complexity
during the inference process. Building upon the MRA, we
present a novel transformer-based method, the Masked Re-
construction Transformer (MRT), which achieves both pre-
cise and efficient alignment using standard transformers.
Extensive experiments conducted on the 3DMatch, Model-
Net40, and KITTI datasets demonstrate the superior perfor-
mance of our MRT over state-of-the-art methods. Codes are
available at https://github.com/CGuangyan-BIT/MRA.

1. Introduction

Point cloud registration is a fundamental problem in
computer vision and robotics that aims to recover an op-
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Figure 1. Our MRA considers the invisible parts of each point
cloud as inherent masks. During training, the encoded features ob-
tained from the backbone, along with mask tokens, are processed
by a decoder that separately constructs the complete point cloud.
In this manner, the MRA guides the backbone to capture the geo-
metric details and overall structures. After training, the decoder is
detached, thereby avoiding extra inference time.

timal transformation for point cloud pair alignment. Recent
advances in 3D point representation have led to significant
attention on learning-based methods [2, 9, 28, 45], such as
PointNetLK [2], which utilize neural networks to separately
extract point-wise features and establish point-to-point cor-
respondences. Nonetheless, the lack of interaction between
point clouds hinders the ability to accurately register par-
tially visible point clouds. Inspired by the recent advances
in transformers, transformer-based methods [15, 40, 45, 46]
incorporate transformers to exchange information and en-
code contextual information, exhibiting significant registra-
tion accuracy and robustness improvements. However, the
limited shared characteristics of low-overlap point cloud
pairs produce ambiguity when identifying common struc-
tures, thus degrading the performance of such methods.

Recently proposed methods [8,29,35,38] have attempted
to address this limitation by introducing dedicated designed
encoding methods for measuring pairwise consistency, fa-
cilitating the common structure identification and reliable
correspondence generation. These methods have been
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shown to be effective in low-overlap scenarios. However,
such modifications can be limiting constraints in terms of
versatility. In addition, these methods incur extra inference
time due to their additional encoding calculations.

To mitigate these issues, we revisit the problem of point
cloud registration and make a crucial observation: the invis-
ible parts of each point cloud can serve as inherent masks,
whereas the aligned point cloud pair can be treated as the re-
construction objective. This observation leads us to exploit
the adaptation of the masked data modeling (MDM), which
has exhibited remarkable potential in natural language pro-
cessing (NLP) [11, 24] and computer vision [20, 48]. In-
spired by this insight, we redefine the point cloud registra-
tion problem as a masking and reconstruction task.

However, adapting MDM to point cloud registration
is not straightforward as other point cloud tasks [34, 36].
Firstly, unlike other tasks that only capture relations within
a single point cloud, the registration task handles two point
clouds. Secondly, the pretraining-tuning paradigm, which
is commonly utilized in other tasks, presents difficulties for
point cloud registration due to the relatively limited quan-
tity of training data. These differences emphasize the chal-
lenges of adapting MDM in point cloud registration, par-
ticularly in terms of capturing relations across point clouds
and enabling single-shot model training.

Driven by this analysis, we propose a generic plug-and-
play training network, termed the Masked Reconstruction
Auxiliary Network (MRA). During training, as illustrated in
Fig. 1, the MRA separately utilizes the encoded representa-
tions of each point cloud obtained from the backbone, to re-
construct the complete point cloud in the coordinate space.
After training, the MRA is detached, thus avoiding extra in-
ference time. Unlike previous MDM methods that operate
only on visible parts for reconstruction, the MRA takes full
advantage of the transformations between point clouds to
avoid early leakage of location information. Consequently,
it directly utilizes the contextual information obtained from
two point clouds, resulting in a concise approach that allows
for both inter-point-cloud relation modeling and single-shot
model training. Furthermore, this design enables MRA to
guide the contextual features in the backbone to capture the
geometric details and overall structures of point cloud pairs.

Benefiting from these advantages of our MRA, spatial
deviations in the putative corresponding points can be pre-
dicted. To this end, the Deviation Correction module is de-
signed to refine the predicted coordinates of the correspond-
ing points. Building upon the proposed modules, we present
a novel transformer-based method, Masked Reconstruction
Transformer (MRT), which leverages standard transform-
ers and achieves precise and efficient alignment of point
clouds. Experiments conducted on various datasets demon-
strate that our MRT outperforms state-of-the-art (SOTA)
methods and the MRA enhances registration accuracy while

avoiding extra inference time. Our main contributions are:

• A novel perspective for rethinking point cloud regis-
tration as a masking and reconstruction process is pro-
posed. Based on this perspective, we present the MRT
that achieves precise point cloud alignment.

• A versatile plug-and-play training network, the MRA,
is developed to guide the backbone by reconstructing
the complete point cloud without extra inference time.

• A correspondence prediction module, Deviation Cor-
rection, is proposed to compensate for the deviation
between the corresponding points.

• Extensive experiments show that our method outper-
forms the baselines and achieves SOTA performance
on the 3DMatch, ModelNet40, and KITTI datasets.

2. Related Work
2.1. Transformer-based Methods for Registration

Transformers have exhibited great success in NLP [6,
11, 25] and computer vision [13, 31, 42, 53, 54], which has
motivated researchers to explore their application in point
cloud registration. The deep closest point (DCP) [45] uti-
lizes a dynamic graph CNN (DGCNN) [37] to separately
extract features and introduces a transformer [44] to cap-
ture the correlations between point clouds. Predator [21]
leverages attention mechanisms to conduct information ag-
gregation across a pair of point clouds and predicts overlap-
ping regions for feature sampling purposes, achieving sig-
nificantly enhanced performance in low-overlap scenarios.
CoFiNet [52] extracts features via attention mechanisms
in a coarse-to-fine manner and achieves promising perfor-
mance. The registration transformer (RegTR) [51] utilizes
attention layers to directly generate correspondences.

In general, these methods introduce transformers to en-
able information exchange and encode contextual informa-
tion, which facilitates the prediction of putative correspon-
dences. However, the limited shared characteristics of the
low-overlap point cloud pairs produce obstacles when iden-
tifying common structures. To address this issue, several
methods have attempted to enhance the ability of networks
to capture common structures with dedicated designed en-
coding modules. Lepard [29] disentangles point cloud rep-
resentation and utilizes rotary positional encoding [41] to
explicitly reveal 3D relative distance information. The ge-
ometric transformer [38] calculates pair-wise distances and
triplet-wise angles and combines them with self-attention
to capture geometric features. Nonetheless, these methods
sacrifice versatility and introduce additional computational
complexity during the inference process.

2.2. Auxiliary Training with Point Clouds

Auxiliary training has been extensively studied in the
field of point cloud research, as it can provide a multifold
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Figure 2. Overview of the MRT. During training, the KPConv extracts features for a sparse set of points. Then, the transformer encoder
extracts both intra- and inter-point-cloud features. Afterward, the MRA separately receives the encoded features of each point cloud and
predicts the other aligned point cloud, reconstructing the complete point cloud. The point clouds are aligned in the registration network in
parallel. During testing, the MRA is detached.

regularization effect during the optimization process while
remaining heterogeneous to the main task. SA-SSD [19] in-
troduces an auxiliary network to convert the extracted fea-
tures back to pointwise representations and then performs
foreground segmentation and pointwise center estimation.
LabelEnc [18] employs a novel label encoding function to
learn latent embeddings from the given ground truth labels,
thus providing auxiliary supervision for the training pro-
cess. LG3D [23] serves as an auxiliary network to achieve
enhanced feature learning by obtaining critical representa-
tions and fusing object point clouds into the original input
point clouds. However, these works focus on single point
cloud and are less suitable for registration tasks. In the do-
main of point cloud registration, DVD [30] additionally
utilizes self-reconstruction and normal estimation tasks to
consider the intrinsic structural consistency of point clouds.
Although DVD also introduces reconstruction tasks, it re-
constructs the input point cloud itself, ignoring the relations
across point clouds. DeepMapping [12] utilizes deep neu-
ral networks (DNNs) as an auxiliary function to model the
structure of a scene by estimating the occupancy status of
the global coordinates. Different from these methods, we
guide the backbone by reformulating the point cloud regis-
tration problem as a masking and reconstruction task.

2.3. Masked Data Modeling

As a promising self-supervised learning scheme, MDM
has achieved promising performance in NLP [11, 24] and
computer vision [20,48]. Data2vec [3] extracts information
based on a masked view of the input and predicts contextu-
alized latent representations that contain information from

the entire input. The masked autoencoder (MAE) [20] ran-
domly masks patches of the input image. Then, the MAE
learns the latent representations from the unmasked patches
and reconstructs the missing pixels. Unlike the MAE, Sim-
MIM [48] utilizes a linear layer as its decoder to directly
generate the predicted pixels. Following the recent ad-
vances in MDM, adaptation has been investigated for use
with point clouds. Point-MAE [36] utilizes an asymmetric
transformer autoencoder with a shifting mask token opera-
tion and learns latent features from the unmasked points to
reconstruct the masked points. Voxel-MAE [34] first vox-
elizes the input point cloud and then predicts the occupancy
values of masked voxels instead of the coordinates of the
points. However, fundamental differences between point
cloud registration and other point cloud processing tasks
pose barriers to applying MDM to point cloud registration.

3. Masked Reconstruction Transformer
3.1. Overall Architecture

Given a source point cloud X = {x1, x2, ..., xM} ⊆ R3

and a target point cloud Y = {y1, y2, ..., yN} ⊆ R3. The
objective of point cloud registration is to predict a rotation
matrix R̂ ∈ SO(3) and a translation vector t̂ ∈ R3 that
align the source point cloud with the target point cloud.

The overall pipeline of our MRT is depicted in Fig. 2.
The training process begins with a backbone that employs
the kernel point convolution (KPConv) [43] network to ob-
tain superpoints X̃, Ỹ along with their respective extracted
features F X̃ , F Ỹ . Then, a transformer encoder is em-
ployed to learn contextual information and extract features
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F X̃ , F Ỹ . These features are separately utilized to recon-
struct the complete point cloud using the MRA. In paral-
lel, the encoded features F X̃ , F Ỹ are utilized to generate
the corresponding point clouds Ŷ , X̂ and predict overlap
scores ôX̃ , ôỸ in the Deviation Correction module. Finally,
the weighted Procrustes module estimates the optimal trans-
formation {R̂, t̂} based on the predicted correspondences
and overlap scores. During testing, the MRA is detached
and therefore introduces no extra inference time.

3.2. Downsampling and Feature Extraction

The KPConv network consisting of ResNet-like blocks
and strided convolutions is utilized for downsampling and
feature extraction. The KPConv network downsamples
point clouds X ∈RM×3, Y ∈RN×3 to obtain superpoints
X̃ ∈RM

′
×3, Ỹ ∈RN

′
×3 and extracts their associated fea-

tures. Then, the associated features are again projected to
obtain features F X̃ ∈RM

′
×D, F Ỹ ∈RN

′
×D.

3.3. Transformer Encoder

The superpoints X̃ and Ỹ , along with their associated
features F X̃ and F Ỹ , are input into the Le-layer trans-
former encoder. The transformer encoder conducts infor-
mation exchange and contextual information extraction, ob-
taining the encoded features F X̃ and F Ỹ . Each trans-
former encoder layer consists of a self-attention sublayer
and a cross-attention sublayer, followed by a feedforward
network (FFN). To incorporate positional information, si-
nusoidal positional encodings [44] are added to the inputs
of each attention sublayer. Self-attention allows each point
to interact with all points within the same point cloud, while
cross-attention allows one point cloud to perceive the other.

3.4. Masked Reconstruction Auxiliary Network

The idea of MDM is natural and applicable in point cloud
registration, as the invisible parts of each point cloud can
be directly utilized as inherent masks. Inspired by this ob-
servation, we reformulate the problem of point cloud reg-
istration as a masking and reconstruction task. Then, the
MRA is proposed to reconstruct the complete point cloud.
In contrast with previous MDM methods, our MRA fully
utilizes the transformations between point clouds to avoid
early leakage of location information. It directly employs
the encoded features that incorporate the contextual infor-
mation between two point clouds, allowing for single-shot
training and inter-point-cloud relation modeling. This con-
cise design also empowers the MRA to guide the backbone
in capturing both geometric details and overall structures.

As illustrated in Fig. 3, our MRA consists of three key
components: a point patch generation module, an MRA de-
coder, and a prediction head. Initially, each point cloud
is downsampled and divided into center points and point

Figure 3. Illustration of the MRA. The input point cloud on the
left is first downsampled and divided to obtain its center points
and point patches. Then, the transformed center points are utilized
to generate the positional encodings of the mask tokens, and the
transformed point patches serve as the reconstruction targets for
the other point cloud. The network on the right processes the mask
tokens and the encoded features to predict the point patches.

patches, which are utilized to generate the positional en-
codings of mask tokens and the reconstruction targets of
the MRA, respectively. Subsequently, the MRA decoder
separately aggregates the information obtained from the en-
coded features of each point cloud, and then the prediction
head predicts point patches in the other aligned point cloud.

Reconstruction target. Unlike prior MDM approaches
that reconstruct a complete point cloud by only predict-
ing patches in the invisible parts, our method additionally
considers the overlapping regions in the other point cloud.
This guides the backbone to capture distinctions between
the overlapping regions in the two point clouds at the super-
point level and to more accurately model their geometric
details. Therefore, our reconstruction target is to recover
each point patch in the other aligned point cloud, enabling
more precise registration.

Point patch generation. A point cloud is a sparse struc-
ture that has the property of disorder. Based on this prop-
erty, the input point clouds are processed by farthest point
sampling (FPS) and the K-nearest neighbors (KNN) algo-
rithms to generate center points and point patches. Specifi-
cally, for the point cloud X̃ , we first sample it into g center
points X̃c ∈ Rg×3 using FPS. Then, the KNN algorithm is
utilized to construct g point patches X̃p∈Rg×k×3 by select-
ing the k nearest points from X̃ for each center point. In
summary, the generation procedure is formulated as:

X̃c = FPS(X̃), X̃p = KNN(X̃c, X̃). (1)

MRA decoder. The MRA decoder is composed of Ld

layers, where each decoder layer consists of a self-attention
sublayer and a feedforward sublayer. The decoder sepa-
rately processes full sets of tokens T X̃

f and T Ỹ
f , which com-

pose the encoded features F X̃ and F Ỹ , as well as the mask
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tokens T X̃
m ∈ Rg×D and T Ỹ

m ∈ Rg×D, respectively. Each
mask token is a shared, learned vector that represents a point
patch to be predicted.

Due to the order-invariance of the attention mechanism,
it is crucial to incorporate positional encodings to specify
the point patch that each mask token is responsible for pre-
dicting. To this end, sinusoidal positional encodings [44]
(PE) are added to the tokens T X̃

f ,T Ỹ
f at each MRA de-

coder layer, obtaining tokens T X̃ ,T Ỹ . Specifically, the po-
sitional encodings of the mask tokens are generated using
the transformed center points of the other point cloud.

P X̃
m = PE(ψX

Y (Ỹc))), P
Ỹ
m = PE(ψY

X(X̃c))), (2)

where ψX
Y , ψ

Y
X are the ground truth transformations from

Y to X and from X to Y , respectively.
Subsequently, multihead self-attention (MSA) is lever-

aged to aggregate the information derived from the encoded
features. Given the tokens T X̃ as inputs, the MSA oper-
ation executes H attention functions Att in parallel. Each
Att first generates queries Q, keys K, and values V with
projection matrices WQ, WK , and W V , respectively:

Q = T X̃WQ, K = T X̃WK , V = T X̃W V . (3)

Then, each Att obtains an attention map via the scaled dot-
product operation and multiplies this map by V to aggregate
information. Subsequently, the results of each Att are con-
catenated and projected with WO to obtain the final values:

A = softmax(
QKT

√
dK

)V ,

MSA(T X̃) = Concat(A1, . . . ,AH)WO,

(4)

where dK denotes the dimensionality of the keys K. The
self-attention mechanism establishes relationships among
the tokens in T X̃ , thereby enabling the mask tokens T X̃

m

to receive information from the encoded features F X̃ .
In addition to the self-attention sublayer, each MRA de-

coder layer contains a two-layer fully connected (FC) feed-
forward network (FFN) with a rectified linear unit (ReLU)
activation function. The FFN is separately and identically
applied to each position as follows:

FFN(T ) = ReLU(TW1 + b1)W2 + b2, (5)

where W1,W2, b1, b2 are the learnable parameters in the
FC network. Through the MRA decoder, the tokens
T X̃ , T Ỹ are decoded into T X̃ , T Ỹ . Then, the decoded
mask tokens T X̃

m, T
Ỹ
m are fed into the prediction head.

Prediction head. The prediction head is utilized to re-
construct each point patch of the other aligned point cloud
in the coordinate space. It consists of a two-layer multilayer
perceptron (MLP) with two FC layers and ReLU activa-
tion. The prediction head projects the decoded mask tokens
T X̃

m and T Ỹ
m to vectors, where the number of output chan-

nels equals the total number of coordinates in a patch. Then,

these vectors are reshaped to construct the predicted point
patches Ŷp ∈ Rg×k×3, X̂p ∈ Rg×k×3 in a mutual manner:

Ŷp = Reshape(MLP(T X̃
m)),

X̂p = Reshape(MLP(T Ỹ
m)).

(6)

Reconstruction loss. Each mask token is responsible
for predicting the corresponding point patch in the other
aligned point cloud, which is specified by its position en-
coding. Given the ground truth point patches Y ∗

p =ψX
Y (Ỹp)

and X∗
p = ψY

X(X̃p), as well as the predicted point patches
Ŷp and X̂p, which are obtained from X̃ and Ỹ , the recon-
struction loss Lr is formulated using the l2 Chamfer dis-
tance (CD) [14]. Lr = LX

r +LY
r , where LX

r is defined as:

LX
r =

1∣∣∣Ŷp

∣∣∣
∑
a∈Ŷp

min
b∈Y ∗

p

∥a− b∥22

+
1∣∣Y ∗
p

∣∣ ∑
b∈Y ∗

p

min
a∈Ŷp

∥a− b∥22,
(7)

where
∣∣∣Ŷp

∣∣∣ is the cardinality of the set Ŷp and ∥a−b∥22 is the
squared error between a and b. To facilitate the convergence
of the training process, the point patches are represented by
normalized coordinates with respect to their center points.
For details on other loss functions used to train our MRT,
please refer to the Appendix.

3.5. Deviation Correction

In parallel with the reconstruction task, the encoded fea-
tures F X̃ and F Ỹ extracted from the encoder are em-
ployed to establish correspondences. To achieve efficient
registration, the corresponding points Y and X for X̃ and
Ỹ are generated between superpoints without upsampling.
Specifically, the corresponding points Y are obtained:

Y = softmax(F X̃F Ỹ
T
)Ỹ . (8)

However, superpoint matching is sparse and loose,
which impedes the accurate prediction of the corresponding
points. Benefiting from the fine-grained geometric details
of point cloud pairs, especially in the overlapping regions,
which are preserved in the contextual features, spatial de-
viations among the predicted corresponding points can be
predicted and rectified. Specifically, the coordinates of the
points within each predicted correspondence are concate-
nated with the encoded features and projected with a 2-
layer MLP to obtain the compensation values required to
rectify their deviations. As such, the corrected correspond-
ing points Ŷ of X̃ are obtained as

ΦX̃ = Concat(F X̃ , X̃,Y),

Ŷ = MLP(ΦX̃) +Y.
(9)

In parallel, X̂ is obtained through a similar procedure.
Compared to directly predicting coordinates for the corre-
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sponding points, utilizing compensation values yield tighter
prediction intervals, leading to improved accuracy when
predicting corresponding points. Subsequently, the overlap
scores ôX̃ and ôỸ , which indicate probabilities of points
lying in the overlap regions, are generated by a single FC
layer with sigmoid activation:

ôX̃ = Sigmoid(FC(F X̃)), ôỸ = Sigmoid(FC(F Ỹ )). (10)

4. Experimental Results
4.1. Implementation Details

The numbers of transformer encoder and decoder layers,
Le and Ld, are set to 6 and 1, respectively. The numbers
of point patches in the 3DMatch, ModelNet, and KITTI
datasets are set to 64, 32, and 64, respectively. The MRT
is trained using AdamW [32] with an initial learning rate of
1e−4 and a weight decay of 1e−4; furthermore, the mul-
tistep learning rate (LR) schedule method is utilized. For
more implementation details, please refer to the Appendix.

4.2. Registration Performance on 3DMatch

3DMatch. To demonstrate the real-world point cloud
registration performance of our method, experiments are
conducted on 3DMatch [55]. The 3DMatch dataset is a real-
world registration dataset, in which 46 scenes are designed
for training, and the remaining 16 scenes are evenly allo-
cated for validation and testing. The comparison methods
are evaluated on both the 3DMatch (> 30% overlap) [55]
and 3DLoMatch (10%−30% overlap) [21] benchmarks.

Comparison methods. The MRT is compared with the
latest approaches RegTR [51], Lepard [29], SC2PCR [8],
and GeoTransformer (GeoTR) [38]; furthermore, the com-
parison methods include 3DSN [17], FCGF [10], CG-SAC
[39], D3Feat [4], DGR [9], PCAM [7], OMNet [49], DHVR
[26], Predator [21], and CoFiNet [52]. The number of in-
terest points in the correspondence-based methods based on
RANSAC is set to 5000.

Evaluation metrics. Following [51], the performance
of each method is evaluated using the relative rotation er-
ror RRE (the geodesic distance between the estimated and
ground truth rotation matrices), relative translation error
RTE (the Euclidean distance between the estimated and
ground truth translations), and registration recall RR (the
percentage of successful alignments, which are defined as
those with correspondence root mean squared errors RM-
SEs below 0.2 m). Notably, as the MRT establishes corre-
spondences without performing upsampling, the inlier ratio
and feature matching recall are not considered in the results.

The qualitative results are shown in Figs. 4(a-d), and the
quantitative comparisons are summarized in Table 1. The
results show that our method precisely aligns pairs of real-
world point clouds, even at low overlap rates, and outper-
forms the other methods on both 3DMatch and 3DLoMatch.

Table 1. Performance on the 3DMatch and 3DLoMatch bench-
marks. The RRE is given in ◦, the RTE in m, and the RR in %.
The three best results are highlighted in red, green, blue.

Method Reference 3DMatch 3DLoMatch
RRE RTE RR RRE RTE RR

3DSN [17] CVPR 2019 2.19 0.071 78.4 3.52 0.103 33.0
FCGF [10] CVPR 2019 2.14 0.070 85.1 3.74 0.100 40.1
CG-SAC [39] T-GE 2020 2.42 0.076 87.5 3.86 0.109 64.0
D3Feat [4] CVPR 2020 2.16 0.067 81.6 3.36 0.103 37.2
DGR [9] CVPR 2020 2.10 0.067 85.3 3.95 0.113 48.7
PCAM [7] ICCV 2021 1.80 0.059 85.5 3.52 0.099 54.9
OMNet [49] ICCV 2021 4.16 0.105 35.9 7.29 0.151 8.4
DHVR [26] ICCV 2021 2.25 0.078 91.9 4.97 0.123 65.4
Predator [21] CVPR 2021 2.02 0.064 89.0 3.04 0.093 62.5
CoFiNet [52] Neurips 2021 2.44 0.067 89.3 5.44 0.155 67.5
RegTR [51] CVPR 2022 1.57 0.049 92.0 2.83 0.077 64.8
Lepard [29] CVPR 2022 2.48 0.072 93.5 4.10 0.108 69.0
SC2PCR [8] CVPR 2022 2.08 0.065 93.3 3.46 0.096 69.5
GeoTR [38] CVPR 2022 1.72 0.062 92.0 2.93 0.089 75.0
Ours - 1.32 0.043 95.1 2.49 0.072 75.4

Specifically, the MRT achieves 95.1% RR on the 3DMatch
benchmark, exceeding all comparison methods. Even com-
pared to Lepard and SC2PCR, the MRT achieves an im-
provement of at least 1.6% in RR and reduces the RRE
and RTE by 33.8%-46.7%. Additionally, in comparison
with GeoTR on 3DLoMatch, the MRT still achieves higher
RR values, while reducing the RRE and RTE. These re-
sults demonstrate that our method efficiently captures the
overall structures of point cloud pairs, enhancing its abil-
ity to identify overlapping regions and predict correspon-
dences. Therefore, our method precisely aligns real-world
point clouds with superior accuracy and RR.

4.3. Registration Performance on ModelNet40

ModelNet40. The proposed algorithm and the base-
line methods are evaluated on the ModelNet40 [47] dataset.
This dataset includes 12,311 meshed models in 40 cate-
gories, of which 5,112 samples are used for training, 1,202
samples are used for validation, and 1,266 samples are used
for testing. Following [21, 50, 51], the comparison methods
are evaluated under two partial overlap settings: ModelNet
which has a 73.5% average overlap rate, and ModelLoNet
which possesses a 53.6% average overlap rate.

Comparison methods. The MRT is compared with
the latest approach RegTR [51]; furthermore, the compar-
ison methods also include ICP [5], FGR [56], PointNetLK
(PNetLK) [2], DCP-v2 [45], IDAM [27], RPM-Net [50],
OMNet [49], and Predator [21]; specifically, Predator sam-
ples 450 points in this experiment.

Evaluation metrics. The performance of the compari-
son methods is evaluated in terms of the RRE, the RTE,
and the Chamfer distance CD between the registered scans.

The qualitative results are shown in Figs. 4(e,f), and the
quantitative comparisons are summarized in Table 2. The
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Figure 4. Qualitative registration results for (a, b) 3DMatch, (c, d) 3DLoMatch, (e) ModelNet40, (f) ModelLoNet40 and (g) KITTI.

Table 2. Performance on the ModelNet40 benchmark. The RRE
is given in ◦. The three best results are highlighted in red, green,
and blue.

Method Reference ModelNet ModelLoNet
RRE RTE CD RRE RTE CD

ICP [5] SPIE 1992 27.2 0.280 0.0230 47.5 0.479 0.0521
FGR [56] ECCV 2016 30.8 0.192 0.0241 58.7 0.557 0.0517
PNetLK [2] CVPR 2019 29.7 0.297 0.0235 48.5 0.507 0.0367
DCP-v2 [45] ICCV 2019 11.9 0.171 0.0117 16.5 0.300 0.0268
RPM-Net [50] CVPR 2020 1.71 0.018 8.5e-4 7.34 0.124 0.0050
OMNet [49] ICCV 2021 3.12 0.037 0.0015 6.52 0.129 0.0074
Predator [21] CVPR 2021 1.73 0.019 8.9e-4 5.24 0.132 0.0083
RegTR [51] CVPR 2022 1.47 0.014 7.8e-4 3.93 0.087 0.0037
Ours - 1.34 0.012 7.5e-4 3.47 0.075 0.0031

results show that our method achieves precise registration
on the challenging partially visible point clouds and out-
performs the other methods in all metrics. Although RPM-
Net [50] additionally utilizes surface normal information,
our method achieves superior overall accuracy. Compared
with the latest method, RegTR, our method further reduces
the rotation and translation errors. The experimental results
verify that the MRA enriches the captured geometric details
and precisely predicts the spatial deviations between the es-
tablished correspondences.

4.4. Registration Performance on KITTI

KITTI. To exhibit the performance of our method on a
large-scale point cloud dataset, the MRT and baseline meth-
ods are evaluated on the KITTI [16] dataset. The KITTI
dataset contains 11 sequences of LiDAR-scanned outdoor
driving scenarios, of which 0-5 are used for training, 6-7
are used for validation, and 8-10 are used for testing. Fol-
lowing [21], only point cloud pairs that are at most 10 m
away from each other are utilized for evaluation purposes.

Comparison methods. The MRT is compared with
the latest approaches, SC2PCR [8] and GeoTransformer
(GeoTR) [38]; the baseline methods also include RANSAC-
based methods: FCGF [10], D3Feat [4], SpinNet [1], Preda-
tor [21], and CoFiNet [52]; RANSAC-free methods: FMR
[22], DGR [9], and HRegNet [33].

Table 3. Performance on KITTI benchmark. The three best results
are highlighted in red, green, and blue.

Method Reference RRE(◦) RTE(m) RR(%)

FCGF [10] ICCV 2019 0.30 0.095 96.6
FMR [22] CVPR 2020 1.49 0.660 90.6
DGR [9] CVPR 2020 0.37 0.320 98.7
D3Feat [4] CVPR 2020 0.30 0.072 99.8
HRegNet [33] ICCV 2021 0.29 0.120 99.7
SpinNet [1] CVPR 2021 0.47 0.099 99.1
Predator [21] CVPR 2021 0.28 0.068 99.8
CoFiNet [52] Neurips 2021 0.41 0.082 99.8
SC2PCR [8] CVPR 2022 0.32 0.072 99.6
GeoTR [38] CVPR 2022 0.24 0.068 99.8
Ours - 0.24 0.066 99.8

Evaluation metrics. Following [51], the performance
of each method is evaluated using the RRE, RTE, and RR
(the percentage of successful alignments, whose RRE and
RTE values are below 5◦ and 2 m, respectively).

The qualitative results are shown in Fig. 4(g), and the
quantitative comparisons are summarized in Table 3. The
results show that our method achieves the best performance
on the KITTI benchmark. The experimental results verify
that our method attains an enhanced ability to capture over-
all structures, thereby improving its registration accuracy.

4.5. Ablation Studies

The proposed MRT is evaluated through ablation studies
conducted on the 3DMatch and 3DLoMatch benchmarks.
Table 4 presents the performance of various MRT variants.
Furthermore, the proposed auxiliary network, MRA, is in-
tegrated with different registration methods to demonstrate
its versatility, the results are displayed in Table 5.

MRA. MRTw/oMRA is trained without the assistance of
the MRA, resulting in reduced RR values of 93.5% and
67.8% on the 3DMatch and 3DLoMatch benchmarks, re-
spectively. To verify the versatility of the MRA, we in-
tegrate it into the well-established Predator, GeoTR, and
RegTR registration methods and compare their perfor-
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Table 4. Ablation results on the 3DMatch and 3DLoMatch bench-
marks concerning the effects of the different model components.
The RR is given in %, the RRE in ◦, and the RTE in m.

Method
3DMatch 3DLoMatch

RR RRE RTE RR RRE RTE

MRTw/oMRA 93.5 1.422 0.044 67.8 2.506 0.073
MRTw/add mask 94.3 1.356 0.044 73.6 2.306 0.070
MRTw/oPE trans 94.0 1.364 0.044 71.6 2.482 0.074
MRTw/o overlap 94.1 1.453 0.046 73.2 2.645 0.076
MRTw/ l1 loss 94.4 1.413 0.045 72.4 2.482 0.074
MRTw/ l1l2 loss 95.1 1.437 0.046 74.3 2.433 0.073
MRTw/o correct 94.2 1.372 0.043 73.5 2.510 0.074
MRTw/ project 94.5 1.444 0.045 71.0 2.641 0.076

MRT 95.1 1.324 0.043 75.4 2.488 0.072

mance with that of their vanilla versions. The results, as
shown in Table 5, indicate that the integration of the MRA
significantly enhances the overall structure modeling per-
formance of these methods, leading to at least 2% increases
in RR on both the 3DMatch and 3DLoMatch benchmarks.
Moreover, MRA can improve the accuracy of RegTR by up
to 6.2%. These findings demonstrate the adaptability of our
proposed MRA and its effectiveness when used in combi-
nation with other methods.

Additional masking. MRTw/add mask additionally ran-
domly masks a proportion of the point patches prior to uti-
lizing the transformer encoder. Although it achieves en-
couraging results in terms of the RRE and RTE, RR de-
creases are observed on 3DMatch and 3DLoMatch with val-
ues of 94.3% and 73.6%, respectively. We hypothesize that
this can be attributed to an excess emphasis on preserving
detailed geometric features, which in turn hinders the net-
work from effectively modeling the overall structures.

Positional encodings. MRTw/oPE trans generates the
positional encodings of mask tokens with the untransformed
center points, leading to a performance reduction, particu-
larly on the 3DLoMatch benchmark. These results confirm
the importance of utilizing the transformed center points to
guide the network to model the overall structures.

Reconstruction targets. MRTw/o overlap only predicts
the invisible parts of each point cloud, excluding the over-
lapping regions, which leads to reduced registration ac-
curacy. The results demonstrate that the reconstruction
of overlapping regions guides the contextual features to
capture the geometric details in the overlapping regions,
thereby achieving improved accuracy.

Reconstruction loss functions. MRTw/ l1 loss employs
the l1 CD loss, while MRTw/ l1l2 loss utilizes both the l1
and l2 CD losses. However, both variants lead to low RR
values and higher RRE and RTE values, as the l2 loss is
more effective in guiding the network toward convergence
when the discrepancies between the predicted and ground
truth values are small.

Table 5. Ablation results on 3DMatch and 3DLoMatch concerning
the effect of the MRA. The RR is given in %, the RRE in ◦, and
the RTE in m.

Method
3DMatch 3DLoMatch

RR RRE RTE RR RRE RTE

Predator 89.0 2.029 0.064 62.5 3.048 0.093
Predator + MRA 92.3 1.857 0.063 67.3 2.830 0.086

GeoTR 92.0 1.723 0.062 75.0 2.934 0.089
GeoTR + MRA 94.1 1.650 0.052 77.1 2.457 0.073

RegTR 92.0 1.567 0.049 64.8 2.827 0.077
RegTR + MRA 94.5 1.444 0.045 71.0 2.641 0.076

Deviation correction. MRTw/o correct predicts the cor-
responding points without correcting their spatial deviations
and solely relies on the established correspondences, lead-
ing to degraded performance. This supports the effective-
ness of our deviation correction method. On the other hand,
MRTw/ project uses a 2-layer MLP to directly project the
coordinates of the corresponding points, and the low perfor-
mance of this variant indicates that the projection network
can yield improved accuracy by focusing on deviations.

4.6. Other Ablation Studies

For the inference time required by the comparison meth-
ods on the 3DMatch benchmark and more ablation studies,
please refer to the Appendix.

5. Conclusion
In this work, we introduce a novel perspective regard-

ing point cloud registration by rethinking it as a masking
and reconstruction task. We then propose a generic aux-
iliary network called the MRA, which predicts the other
aligned point cloud and reconstructs the complete point
cloud. MRA guides the network to capture the fine-grained
geometric details and overall structures of point cloud
pairs. Moreover, the MRA can be detached after training
to avoid additional computational complexity during infer-
ence. Building upon the MRA, a novel transformer-based
method MRT is proposed, which achieves both efficient
and accurate point cloud alignment. Extensive experiments
demonstrate that our proposed MRT achieves SOTA perfor-
mance. Furthermore, the results indicate that the proposed
MRA is a versatile network that can be combined with other
methods to further enhance their performance. In the fu-
ture, we plan to further extend our method to cross-modality
(e.g., 2D-3D) registration.
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