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Figure 1: The image-to-image translation exhibition of the proposed visual concept translator (VCT). For each image group,
the upper-left part is the source image, the lower-left part is the reference image, and the right part is the model output (target
image).

Abstract

Large-scale text-to-image models pre-trained on mas-
sive text-image pairs show excellent performance in image
synthesis recently. However, image can provide more intu-
itive visual concepts than plain text. People may ask: how
can we integrate the desired visual concept into an existing
image, such as our portrait? Current methods are inad-
equate in meeting this demand as they lack the ability to
preserve content or translate visual concepts effectively. In-
spired by this, we propose a novel framework named visual
concept translator (VCT) with the ability to preserve con-
tent in the source image and translate the visual concepts
guided by a single reference image. The proposed VCT
contains a content-concept inversion (CCI) process to ex-
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tract contents and concepts, and a content-concept fusion
(CCF) process to gather the extracted information to ob-
tain the target image. Given only one reference image, the
proposed VCT can complete a wide range of general image-
to-image translation tasks with excellent results. Extensive
experiments are conducted to prove the superiority and ef-
fectiveness of the proposed methods. Codes are available at
https://github.com/CrystalNeuro/visual-concept-translator.

1. Introduction

Image-to-image translation (I2I) task aims to learn a
conditional generation function that translates images from
source to target domain with source content preserved and
target concept transferred[34, 46]. General I2I can com-
plete a wide range of applications without dedicated model
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design or training from scratch [45]. Traditionally, genera-
tive adversarial networks (GAN) or normalizing flow [11]
are mainly applied to I2I tasks [19, 19, 34, 3]. However,
these methods suffer from the problem of lacking adapt-
ability [41]. The model trained in one source-target dataset
cannot adapt to another one, so they fail to work in the sce-
nario of general I2I.

Diffusion-based image synthesis has been developed
rapidly in recent years due to the application of large-scale
models [35, 37, 33]. Their strength is using a large number
of image-text pairs for model training, so diverse images
can be generated by sampling in the latent space guided by
a specific text prompt. However, in our daily life, we accept
massive visual signals containing abundant visual concepts.
These visual concepts are difficult to describe in plain text
just as the adage “A picture is worth a thousand words”. In
addition, I2I guided by reference images has wide applica-
tions including game production, artistic creation, and vir-
tual reality. Therefore, research on image-guided I2I con-
tains great potential in the computer vision community.

Several works try to extract visual information from im-
ages with the desired concepts. Specifically, [9] proposes
a technique named textual inversion (TI) which freezes the
model and learns a text embedding to represent the visual
concepts. On the basis of TI, DreamBooth [36] and Imagic
[20] are proposed to alleviate overfitting caused by model
fine-tuning. The above methods are under the few-shot set-
ting but sometimes collecting several related images con-
taining the same concept is difficult. To address this prob-
lem, [7] proposes to use both positive and negative text em-
bedding to fit the one-shot setting. However, these methods
cannot be directly used in I2I tasks because they cannot pre-
serve the content in the source image.

In order to preserve the source contents, the recently
proposed DDIM inversion [6, 40] finds out the determin-
istic noise along the reverse direction of the diffusion back-
ward process. Then, some studies[30, 12] further apply and
improve the DDIM inversion to text-guided image editing.
However, these methods are text-conditional so they fail to
understand the visual concepts from reference images. Al-
ternately, some works [49, 41] try to connect the source and
target domain with image condition, but their models are
task-specific so they cannot be used in general I2I.

In this paper, to complete the general I2I tasks guided
by reference images, we propose a novel framework named
visual concept translator (VCT) with the ability to preserve
content in the source image and translate the visual concepts
with a single reference image. The proposed VCT solves
the image-guided I2I by two processes named content-
concept inversion (CCI) and content-concept fusion (CCF).
The CCI process extracts contents and concepts from source
and reference images through pivot turning inversion and
multi-concept inversion, The CCF process employs a dual-

stream denoising architecture to gather the extracted infor-
mation to obtain the target image. Given only one refer-
ence image, the proposed VCT can complete a wide range
of general image-to-image translation tasks with excellent
results. Extensive experiments including massive tasks of
general I2I and style transfer are conducted for model eval-
uation.

In summary, our contributions are as follows
(1) We propose a novel framework named visual con-

cept translator (VCT). Given only a single reference image,
VCT can complete the general I2I tasks with the ability to
preserve content in the source image and translate the visual
concepts.

(2) We propose a content-concept inversion (CCI) to ex-
tract contents and concepts with pivot turning inversion and
multi-concept inversion. We also propose a content-concept
fusion (CCF) process to gather the extracted information
with a dual-stream denoising architecture.

(3) Extensive experiments including massive tasks of
general I2I and style transfer are conducted for model eval-
uation. The generation results show the high superiority and
effectiveness of the proposed methods.

2. Related Works

2.1. Image-to-image Translation

The I2I aims to translate an image from the source do-
main to the target domain. The current I2I paradigms are
mostly based on GANs [1, 29, 8, 53, 58, 50, 59]. However,
these methods suffer from the problem of lacking adaptabil-
ity [41]. The model trained in one source-target dataset can-
not adapt to another one. In addition, large training images
are always required for these methods.

The TuiGAN proposed by Lin et al. [27] can achieve
translation with only one image pair, but their method ne-
cessitates retraining the whole network for each input pair,
which is very time-consuming.

One specific type of I2I named image style transfer tries
to transform the image style from source to target. The
seminal work of Gatys et al. [10] shows that artistic im-
ages can be generated by separating content and style with
the deep neural network. Then, to realize real-time style
transfer, Johnson et al. [18] train a feed-forward network
to handle the optimization problem mentioned by Gatys et
al. Many works [47, 42, 43, 24, 17, 23] are categorized
into per-style-per-model where the trained model can only
fit one specific style. In order to increase the model flex-
ibility, arbitrary style transfer is realized by many studies
[15, 31, 16, 4, 28, 39, 48] where only single forward pass
is needed for any input style image. However, these meth-
ods fail to generalize to general I2I tasks such as face swap
because they lack the ability to process fine-grained infor-
mation.
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Figure 2: The overall visual concept translator(VCT) framework. Given a source image xsrc and a reference image
xref : (A) Content-concept inversion (CCI) process, we apply Pivot Turning Inversion with xsrc to obtain the source text
embedding vsrc. Meanwhile, we apply Multi-concept Inversion with xref to learn the reference text embedding vref . (B)
Content-concept fusion(CCF) process, we employ a dual-stream denoising architecture for image translation work, including
a main branch B and a content matching branch B∗. They start with the same initial noise inverted by xsrc using DDIM
inversion. The content matching branch reconstructs the source image and extracts the attention maps for the attention
control mechanism. Finally, the main branch gathers all the information to obtain a target image xtgt.

2.2. Diffusion-based Image Synthesis

Large-scale diffusion models conditioned on the plain
text have shown good performance in high-resolution im-
age syntheses recently, such as Stable Diffusion [35], Ima-
gen [37] and DALL-E 2 [33]. The large text-image models
[5, 32] are used by these methods to achieve text-guided
synthesis. However, the text used to generate the target im-
ages is sometimes unavailable, so the inversion technique is
used by some works [9, 36, 20] to learn a text embedding
to guide the pre-trained large-scale diffusion models. To
achieve translation of images from the source to the target
domain, DDIM inversion [6, 40] finds out the determinis-
tic noise vector with text condition along the reverse direc-
tion of the backward process, but this method is guided by
text only. Our proposed method tries to handle the above
drawbacks and fuses the abundant visual concepts from the
image to complete the general I2I tasks.

3. Methods

3.1. Preliminaries

Latent Diffusion Models. Diffusion models are proba-
bilistic generative models in which an image x0 is gen-
erated by progressively removing noise from an initial
Gaussian noise image xT ∼ N (0, I) in the sequence of
xT , xT−1, ..., x1, x0.

With the remarkable capacity of image generation, the
Latent Diffusion Model (LDM) [35] is utilized as our model
backbone. Different from the conventional diffusion mod-
els that perform denoising operations directly in the image

space, LDM conducts the process in the latent space with
an autoencoder.

Specifically, an input image x is encoded into the latent
space by the autoencoder z = E(x), x̂ = D(z) (with an en-
coder E and a decoderD) pre-trained with a large number of
images. Then, the denoising process is achieved by training
a neural network ϵθ (zt, t, v) that predicts the added noise,
following the objective:

min
θ

Ez0,ϵ∼N (0,I),t∼U(1,T ) ∥ϵ− εθ (zt, t, v)∥22 . (1)

Note that v is the text embedding generated from the text
condition and zt is the noisy latent in timestamp t. zt is
generated by adding noise to the sampled data z0 as

zt =
√
αtz0 +

√
1− αtϵ, (2)

with 0 = αt < αt−1 < ... < α0 = 1, which are hyperpa-
rameters of the diffusion schedule, and ϵ ∼ N (0, I).

The text embedding v is obtained by v = τ (y) where τ
is a BERT [5] tokenizer and y is a text prompt. The tok-
enizer τ converts each word or sub-word in an input string
to a token, which is an index in a specific pre-defined dic-
tionary. Each token is then linked to a unique embedding
vector that can be retrieved through an index-based lookup.
Texture inversion. Textual Inversion (TI) [9] introduces
a new concept in a pre-trained text conditional generative
model by learning an embedding e∗ as pseudo-words S∗.
With a small collection of images X , TI do so by solving
the following optimization problem:

min
e

Ex ∼UX
Ezt∼q(zt|x) ∥ϵ− ε̂θ (zt, t, τ (y, S

∗))∥22 . (3)
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As such, it motivates the learned embedding e∗ to capture
fine visual details unique to the concept at a coarse level.
DDIM inversion. Inversion entails finding a noise map zt
that reconstructs the input latent code z0 upon sampling.
A simple inversion technique was suggested for the DDIM
sampling [6, 40], based on the assumption that the ODE
process can be reversed in the limit of small steps:

zt+1 =
√
ᾱt+1fθ (zt, t, v) +

√
1− ᾱt+1εθ (zt, t, v) . (4)

where zt is noised latent code at timestep t, ᾱt+1 is noise
scaling factor as defined in DDIM[6], and fθ (zt, t, v) pre-
dicts the final denoised latent code z0.

fθ (xt, t, c) =
xt −

√
1− ᾱtϵθ (xt, t, c)√

ᾱt
(5)

In other words, the diffusion process is performed in the
reverse direction, that is z0 → zT instead of zT → z0,
where z0 is set to be the encoding of the given real image.
Classifier-free guidance. The diffusion model may ignore
the conditional input and produce results uncorrelated with
this input. One way to address this is the classifier-free
guidance[14]. During the denoising step, with a guidance
scale w ≥ 1, the classifier-free guidance prediction is de-
fined by:

ε̃θ (zt, t, v) = w ·εθ (zt, t, v)+(1−w) ·εθ (zt, t, v∅) . (6)

where v∅ represents the embedding of a null text.

3.2. Overall Framework

Given a source image xsrc and a reference image xref ,
the goal of VCT is to generate a new image xtgt that com-
plies with xref while preserving the structure and semantic
layout of xsrc.

Fig. 2 shows the overall framework of the proposed VCT
including a content-concept inversion (CCI) process and a
content-concept fusion (CCF) process. As shown in Fig. 2
(a), the CCI process extracts contents and concepts from
source image xsrc and reference image xref into learnable
embeddings. Then in Fig. 2 (b), the CCF process employs a
dual-stream denoising architecture including a main branch
B and a content matching branch B∗, and both branches
starts from the same initial noise inverted by xsrc. The con-
tent matching branch reconstructs the source image and ex-
tracts the attention maps to guide the main process by the at-
tention control mechanism. Then, the main branch gathers
all information to obtain a target image xtgt. For better un-
derstanding, we first explain the CCF process in Section 3.3,
then we describe the CCI process in Section 3.4.

3.3. Content-concept Fusion

ϵ Space Fusion. Given two different text embedding vsrc

and vref , they can be guided separately and yield two dif-

Pre-trained Txt2Img
Diffusion Model

Text Encoder Denoising Step t

Figure 3: ϵ fusion. In each denoising step t, the text embed-
dings vsrct and vref are extrapolated with guidance scale w
in ϵ space.

DDIM Inversion

MSE Loss

Pivot Turning 
Inversion

Attention 
Control

Pre-trained Txt2Img
Diffusion Model

Pre-trained Txt2Img
Diffusion Model

backpropagation minimize

Figure 4: Dual-stream denosing architectrure.

ferent noise prediction ϵsrc and ϵref :

ϵsrc = εθ (zt, t, v
src) , ϵref = εθ

(
zt, t, v

ref
)
. (7)

We call this space ϵ space, as shown in Fig. 3.
According to the conclusion stated by classifier

guidance[6] and classifier-free guidance[14], the noise pre-
diction in ϵ space in each diffusion step can be in-
terpreted as score estimation function εθ (zt, t, v) ≈
−σt∇zt log p (zt | v), where ∇zt log p (zt | v) represents
the gradient of log-likelihood of an implicit classifier
p (v | zt) ∝ p (zt | v) /p (zt) .

Under the score estimation function view of ϵ space, the
independent feature vsrc and vref can be fused in the ϵ
space to generate images containing certain attributes from
both the source image and the reference image:

ε̃θ
(
zt, t, v

src, vref
)
= w · ϵsrc + (1− w) · ϵref . (8)

w is the hyperparameter that balances the two terms. It’s
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noted that the classifier-free guidance is a special case of
Eq. 8.
Dual stream denoising architecture. Based on the ϵ fu-
sion mechanism, we now turn to the image translation task.
As shown in Fig. 4, let xT be the initial noise, obtained by
inverting xsrc using DDIM inversion with Eq. 4, where we
set v = v∅. Starting from the same initial noise xT , we em-
ploy a dual-stream denoising architecture for I2I, denoted
as a main branch B and a content matching branch B∗.

The content matching branch B∗ is a denoising process
that perfectly reconstructs the source image xsrc (with zsrc

perfectly reconstructed in latent space for LDMs), and the
main branch B is the denoising process that finally serves
for the I2I tasks.

B∗ : zT → z∗T−1 → ...→ z∗1 → zsrc

B : zT → zT−1 → ...→ z1 → ztgt.
(9)

At each denoising step t, the content matching branch
B∗ aims to extract the text embedding vsrct and the atten-
tion map M∗

t , which would serve for the parallel denoising
step in the main branch. With B∗, we obtain meaningful
embedding and generated structure of the source image.

To better inject the information of the source image xsrc,
the dual stream diffusion processes have almost the same
computation pipelines, except for the reference embeddings
used in ϵ space fusion. We perform ϵ space fusion in the
content matching branch as the main branch by:

ε̃θ (zt, t, v
src, v∅) = w · ϵsrc + (1− w) · ϵ∅. (10)

The above sampling procedure reduces to the classifier-free
guidance. And we should ensure that Eq. 8 and Eq. 10 have
the same w for the dual-stream diffusion architecture.
Attention control. Recent large-scale diffusion models
[35, 37, 33] incorporate conditioning by augmenting the
denoising network εθ with self-attention layer and cross-
attention layer [2, 44]. Of particular interest are the cross-
attention map and self-attention map, denoted as M in total,
which is observed to have a tight relation with the struc-
ture of the image [12]. To this end, Amir at al.[12] pursue
prompt-to-prompt editing framework for text-guided image
translation task, which controls the attention maps of the
edited image by injecting the attention maps of the original
image along the diffusion process.

In our case, we employ soft attention control as described
in prompt-to-prompt [12]. Let M∗

t be the attention map of a
single step t of the content matching branch, and Mt be the
attention map of the main branch. The soft attention control
is defined as:

M̂ = AC (Mt,M
∗
t , t) =

{
M∗

t if t < τ

Mt otherwise
(11)

where τ is a timestamp parameter that determines until
which step the attention map replacement is applied. We de-
fine ε̃θ

(
zt, t, v

src, vref
)
{M ← M̂} to be the function that

overrides the attention map M in ε̃ with additional given
map M̂ .

3.4. Content-concept Inversion

Pivotal turning inversion is proposed to generate the con-
tent embedding to guide the CCF process. We start by
studying the DDIM inversion[6, 40]. In practice , a slight
error is incorporated in every step. For unconditional dif-
fusion models, the accumulated error is negligible and the
DDIM inversion succeeds. However, recall that meaningful
editing using the Stable Diffusion model [35] requires ap-
plying classifier-free guidance with a guidance scale w. Ron
et al.[30] have presented that such a guidance scale ampli-
fies the accumulated error.

To this end, Ron et al. [30] introduce null-text inversion
technology to reconstruct the image and further for text-
guided image translation tasks. Null-text inversion modi-
fies the unconditional embedding in each timestamp t that
is used for classifier-free guidance to match the initial con-
ditional DDIM inversion trajectory.

In our image-guided case, we do not know the exact text
prompt of the source image xsrc. So, inspired by [30], we
implement unconditional DDIM inversion, and optimize the
source embedding vsrct in each timestamp t for accurately
matching the source image xsrc, instead of the DDIM in-
version trajectory.

In each timestamp t, we optimize the vsrct by:

min
vsrc
t

∥z0 − ẑ0 (zt, v
src
t )∥22 (12)

where ẑ0 (zt, v
src
t ) refers to the estimated clean latent ẑ0

given zt and vsrct , using the Tweedie’s formula [21]. We
rewrite it as:

ẑ0 (zt, v
src
t ) =

zt√
ᾱt
−
√
1− ᾱt√
ᾱt

ε̃θ (zt, t, v
src, v∅) (13)

where ε̃θ (zt, t, v
src, v∅) is defined in Eq. 10.

Note that for every t < T , the optimization should start
from the endpoint of the previous step t + 1 optimization,
which computes a constant zt using the optimized vsrct+1 and
zt+1. Otherwise, the learned embedding would not hold at
inference.
Multi-concept inversion is proposed to represent com-
plex visual concepts by generating the concept embedding.
Lastly, we should learn a reference embedding vref from
the reference image xref . The methodological approach is
related to Textual Inversion [9] and DreamArtist [7].

To represent the concepts in the input images, Textual In-
version [9] learns an embedding as pseudo-words S∗ from
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few-shot images. DreamArtist [7] improves Textual In-
version, which learns a paired positive and negative multi-
concept embeddings(Sp

∗ and Sn
∗ ) from one-shot image and

proposes reconstruction constraint for detail enhancement.
In our case, we apply a similar strategy as DreamArtist, yet
our method offers two improvements:

Firstly, we find that the multi-concept embeddings are
useful for mining semantics information from the images,
while the negative embeddings are optional. And in our
pipeline, the negative embeddings are in conflict with the
source embedding xsrc. Thus, we use single positive multi-
concept embeddings for learning the reference text embed-
ding vref . We freeze the parameters of the generative dif-
fusion model εθ, and optimize the vref using the denoising
diffusion objective[13]:

Lldm = Eϵ,t

[∥∥∥ϵ− εθ

(
zreft , t, vref

)∥∥∥2
2

]
. (14)

where vref is the multi-concept embeddings, zreft is a noisy
version of zref0 (the latent code of the reference image xref )
obtained using Eq. 2, ϵ ∼ N (0, I) and t ∼ U(1, T ).

Secondly, we improve the reconstruction constraint for
the mechanism of detail enhancement in DreamArtist.
DreamArtist applys reconstruction constraint in x space,
which can be denoted as D (ẑt−1 (zt, S

∗)) ↔ x0. For one
thing, optimization in x space suffers from huge resource
consumption due to the gradient backpropagation inside de-
coder D. For another thing, there is a gap between the es-
timated zt−1 and z0, especially in the early stage of the de-
noising process.

Formally, we implement reconstruction constraint in z
space. The reconstruction loss can be written as:

Lrec = Eϵ,t

[∥∥∥zref0 − ẑ0

(
zreft , vreft

)∥∥∥2
2

]
. (15)

where ẑ0

(
zreft , vreft

)
refers to the estimated clean latent

ẑref0 given zreft and vreft , using Eq. 13.

4. Experiments
4.1. Implementation details

Putting all components together, our full algorithm is
presented in our supplementary material. The core training
process consists of two parts: pivotal tuning inversion with
xsrc and multi-concept inversion with xref , which can be
implemented independently. For more details please refer
to our supplementary material.

Our experiments were conducted using a single A100
GPU. We use Adam[22] optimizer for both training pro-
cesses. We collect the evaluation images from the large-
scale LAION 5B dataset [38] containing 5 billion images.

4.2. Comparison to Prior/Concurrent Work

General I2I Tasks. Here, we evaluate the performance
of the proposed framework in general I2I tasks including
leopard→dog, face swap, and mountain→snow mountain,
as shown in Fig. 5. We compare the proposed method with
TuiGAN [27], PhotoWCT [26], stable diffusion (SD) [35],
textual inversion (TI) [9] and prompt-to-prompt (Ptp) [12].
For text-to-image models without learned embedding input
including SD and Ptp, we use BLIP image caption model
[25] to extract text description as input of diffusion model.
From Fig. 5, the GAN-based translation methods TuiGAN
and PhotoWCT cannot well translate the concept with only
one image input with poor generation quality. For exam-
ple, from columns 3-4 of Fig. 5, GAN-based methods only
translate part of texture features from the reference image in
leopard→dog and face swap task, and the image quality is
poor in the mountain→snow mountain task. Therefore, the
GAN-based methods cannot achieve satisfactory results in
the one-shot setting. For diffusion-based methods SD and
TI, the concepts of the reference image can be well pre-
served, but the information in the content image cannot be
extracted. As shown in column 7 of Fig. 5, Ptp can well
preserve content but the concepts in the reference images
cannot be fused. By tackling all weaknesses of the above
methods, the proposed VCT can generate the best results
with concepts learned and content preserved.

Furthermore, to evaluate the strong concept translation
ability of the proposed VCT, we keep the content image
fixed and change different reference images in Fig. 6. The
generation results of different reference images show satis-
factory content preservation and concept translation ability.
More results can be found in the supplementary material.

As shown in Fig. 7, we further make comparisons to
concurrent one-shot baselines: Paint-by-example[49] and
ControlNet[52]. These methods use additional conditions
for controlling the generated image, while our method ob-
tains better performance.
Image Style Transfer. In addition to general I2I, the pro-
posed method also achieves excellent results in tasks of im-
age style transfer. We compare our method with recent
SOTAs in style transfer tasks with different art styles. As
shown in Fig. 8, we totally compare with three GAN-based
methods including TuiGAN [27], PhotoWCT [26] and Art-
Flow [54], and three diffusion-based methods including SD
[35], TI [9] and Ptp [12]. Following the setting of general
I2I, we use the BLIP image caption model to extract text
descriptions for text-to-image model SD and Ptp. From the
results in Fig. 8, large defects exist for results generated by
GAN-based methods, especially for TuiGAN and ArtFlow
as columns 3 and 5 in Fig. 8. The same content preserva-
tion problem exists in diffusion-based methods SD and TI
as general I2I. For Ptp, although the contents are preserved,
the concept in the reference images cannot be well trans-
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Figure 5: Model Performance in general image-to-image translation task including leopard→dog, face swap and
mountain→snow mountain. The first and second columns show the reference and content images, respectively. The 3-7
columns show the translation results of different methods.

Figure 6: Our method can perform fine-grained image-to-
image translation.

lated. The proposed method can also generate the most sat-
isfactory images, as shown in column 9 of Fig. 8.

We also evaluate the model performance by keeping the
reference image fixed and changing the content image, and
vice versa. The results are shown in Fig. 9. The excellent
translation results prove the generalization of the proposed
method.
Quantitative Comparision. Due to the absence of ground
truth for style transfer and the domain gap between the
two domains, quantitative evaluation remains an open chal-
lenge. Following the same setting of StyTR2, we ran-
domly choose 800 generated images from different trans-
lation tasks for quantitative comparison. We compare the
proposed method with the state-of-the-art including Art-
flow [54], CAST [57], InST [51], StyleFormer [56] and

Paint-by-example ControlNet Ours

S
o
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R
e
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n
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R
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Figure 7: Comparisons to concurrent one-shot baselines:
Paint-by-example[49] and ControlNet[52].

Table 1: Quantitative evaluation results.

LPIPS↓ CLIPscore↑
Artflow[54] 0.42 0.51
CAST[57] 0.55 0.61
InST[51] 0.43 0.48

StyleFormer[56] 0.46 0.48
StyTR2 [55] 0.43 0.53

Ours 0.35 0.66

StyTR2 [55], and the results are shown in Table 1. We use
Learned Perceptual Image Patch Similarity (LPIPS) to eval-
uate the difference between output and source image, and
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Figure 8: Model Performance in the style translation task. The first and second columns show the reference and content
images, respectively. The 3-7 columns show the translation results of different methods.

Figure 9: Content variance and style variance of the style
transfer result.

CLIP score to evaluate the difference between output and
reference image. The results show our proposed method
can achieve the best performance with the lowest LPIPS and
highest CLIPscore.

4.3. Ablation Study

Finally, we ablate each component of our method and
show its effectiveness, including multi-concept inversion
(MCI), pivotal turning inversion (PTI), and attention con-
trol (AC).

See visual ablation studies in Fig. 10: (a) By removing

Figure 10: Visualization of the ablation study.

MCI, where we use the word ’dog’ to generate the refer-
ence embedding vref in our pipeline, the generated result
is not the specific dog in the reference image. (b) Without
using PTI, the content matching branch cannot reconstruct
the content image, due to the inconsistent DDIM sampling
trajectory. (c) By removing AC, the result can not retain the
structure of the content image.

Overall, we can obtain the best generation outputs by
using all of our proposed components, which better pre-
serves the structure and semantic layout of the content im-
age, while complying with the reference image. Further ab-
lations can be found in the supplementary material.

5. Conclusion
In this work, motivated by the importance of visual con-

cepts in our daily life, we complete the general I2I with im-
age guidance by proposing a novel framework named VCT.
It can preserve the content in the source image and translate
visual concepts guided by a single reference image. We
evaluate the proposed model on a wide range of general
image-to-image translation tasks with excellent results.
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