
TAPIR: Tracking Any Point with per-frame Initialization and temporal
Refinement

Carl Doersch∗ Yi Yang∗ Mel Vecerik∗† Dilara Gokay∗ Ankush Gupta∗

Yusuf Aytar∗ Joao Carreira∗ Andrew Zisserman∗‡

∗Google DeepMind † University College London
‡VGG, Department of Engineering Science, University of Oxford

Abstract

We present a novel model for Tracking Any Point (TAP)
that effectively tracks any queried point on any physical sur-
face throughout a video sequence. Our approach employs
two stages: (1) a matching stage, which independently lo-
cates a suitable candidate point match for the query point
on every other frame, and (2) a refinement stage, which up-
dates both the trajectory and query features based on lo-
cal correlations. The resulting model surpasses all baseline
methods by a significant margin on the TAP-Vid benchmark,
as demonstrated by an approximate 20% absolute average
Jaccard (AJ) improvement on DAVIS. Our model facilitates
fast inference on long and high-resolution video sequences.
On a modern GPU, our implementation has the capacity to
track points faster than real-time. Given the high-quality
trajectories extracted from a large dataset, we demonstrate
a proof-of-concept diffusion model which generates trajec-
tories from static images, enabling plausible animations.
Visualizations, source code, and pretrained models can be
found at https://deepmind-tapir.github.io.

1. Introduction
The problem of point level correspondence —i.e., deter-

mining whether two pixels in two different images are pro-
jections of the same point on the same physical surface—
has long been a fundamental challenge in computer vision,
with enormous potential for providing insights about physi-
cal properties and 3D shape. We consider its formulation as
“Tracking Any Point” (TAP) [12]: given a video and (po-
tentially dense) query points on solid surfaces, an algorithm
should reliably output the locations those points correspond
to in every other frame where they are visible, and indicate
frames where they are not – see Fig. 4 for illustration.

Our main contribution is a new model: TAP with
per-frame Initialization and temporal Refinement (TAPIR),
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Figure 1. Retrospective evolution of point tracking performance
over time on the recent TAP-Vid-Kinetics and TAP-Vid-DAVIS
benchmarks, as measured by Average Jaccard (higher is better).
In this paper we introduce TAPIR, which significantly improves
performance over the state-of-the-art. This unlocks new capabili-
ties, which we demonstrate on motion-based future prediction.

which greatly improves over the state-of-the-art on the
recently-proposed TAP-Vid benchmark [12]. There are
many challenges to TAP: we must robustly estimate oc-
clusions and recover when points reappear (unlike optical
flow and structure-from-motion keypoints), meaning that
search must be incorporated; yet when points remain visi-
ble for many consecutive frames, it is important to integrate
information about appearance and motion across many of
those frames in order to optimally predict positions. Fur-
thermore, little real-world ground truth is available to learn
from, so supervised-learning algorithms need to learn from
synthetic data without overfitting to the data distribution
(i.e., sim2real).

There are three core design decisions that define TAPIR.
The first is to use a coarse-to-fine approach. This approach
has been used across many high-precision estimation prob-
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lems in computer vision [7, 28, 32, 38, 41, 58, 69, 73, 78].
For our application, the initial ‘coarse’ tracking consists
of an occlusion-robust matching performed separately on
every frame, where tracks are hypothesized using low-
resolution features, without enforcing temporal continuity.
The ‘fine’ refinement iteratively uses local, spatio-temporal
information at a higher resolution, wherein a neural net-
work can trade-off smoothness of motion with local appear-
ance cues to produce the most likely track. The second de-
sign decision is to be fully-convolutional in time: the layers
of our neural network consist principally of feature com-
parisons, spatial convolutions, and temporal convolutions,
resulting in a model which efficiently maps onto modern
GPU and TPU hardware. The third design decision is that
the model should estimate its own uncertainty with regard
to its position estimate, in a self-supervised manner. This
ensures that low-confidence predictions can be suppressed,
which improves benchmark scores. We hypothesize that
this may help downstream algorithms (e.g. structure-from-
motion) that rely on precision, and can benefit when low-
quality matches are removed.

We find that two existing architectures already have
some of the pieces we need: TAP-Net [12] and Persis-
tent Independent Particles (PIPs) [19]. Therefore, a key
contribution of our work is to effectively combine them
while achieving the benefits from both. TAP-Net performs
a global search on every frame independently, providing a
coarse track that is robust to occlusions. However, it does
not make use of the continuity of videos, resulting in jit-
tery, unrealistic tracks. PIPs, meanwhile, gives a recipe for
refinement: given an initialization, it searches over a local
neighborhood and smooths the track over time. However,
PIPs processes videos sequentially in chunks, initializing
each chunk with the output from the last. The procedure
struggles with occlusion and is difficult to parallelize, re-
sulting in slow processing (i.e., 1 month to evaluate TAP-
Vid-Kinetics on 1 GPU). A key contribution of this work is
observing the complementarity of these two methods.

As shown in Fig. 1, we find that TAPIR improves over
prior works by a large margin, as measured by performance
on the TAP-Vid benchmark [12]. On TAP-Vid-DAVIS,
TAPIR outperforms TAP-Net by ∼20% while on the more
challenging TAP-Vid-Kinetics, TAPIR outperforms PIPs by
∼20%, and substantially reduces its inference runtime. To
demonstrate the quality of TAPIR trajectories, we show-
case a proof-of-concept model trained to generate trajec-
tories given individual images, and find that this model can
generate plausible animations from single photographs.

In summary, our contributions are as follows: 1) We
propose a new model for long term point tracking, bridg-
ing the gap between TAP-Net and PIPs. 2) We show that
the model achieves state-of-the-art results on the challeng-
ing TAP-Vid benchmark, with a significant boost on per-

formance. 3) We provide an extensive analysis of the ar-
chitectural decisions that matter for high-performance point
tracking. 4) We provide a proof-of-concept of video predic-
tion enabled by TAPIR’s high-quality trajectories. Finally,
5) after analyzing components, we separately perform care-
ful tuning of hyperparameters across entire method, in or-
der to develop the best-performing model, which we release
at https://www.github.com/deepmind/tapnet
for the benefit of the community.

2. Related Work

Physical point correspondence and tracking have been
studied in a wide range of settings.
Optical Flow focuses on dense motion estimation between
image pairs [22, 36]; methods can be divided into classical
variational approaches [4, 5] and deep learning approaches
[14, 23, 47, 60, 62, 71]. Optical flow operates only on sub-
sequent frames, with no simple method to track across long
videos. Groundtruth is hard to obtain [6], so it is typically
benchmarked on synthetic scenes [6, 14, 40, 59], though
limited real data exists through depth scanners [15].
Keypoint Correspondence methods aim at sparse keypoint
matching given image pairs, from hand-defined discrimi-
native feature descriptors [3, 34, 35, 54] to deep learning
based methods [11, 27, 37, 43]. Though it operates on im-
age pairs, it is arguably “long term” as the images may be
taken at different times from wide baselines. The goal, how-
ever, is typically not to track any point, but to find easily-
trackable “keypoints” sufficient for reconstruction. They
are mainly used in structure-from-motion (SfM) settings
and typically ignore occlusion, as SfM can use geometry
to filter errors [20, 52, 65, 66]. This line of work is thus
often restricted to rigid scenes [39, 75], and is benchmarked
accordingly [1, 10, 29, 30, 53, 76].
Semantic Keypoint Tracking is often represented as key-
points or landmarks [26, 45, 56, 61, 64, 70]. Land-
marks are often “joints”, which can have vastly differ-
ent appearance depending on pose (i.e. viewed from the
front or back); thus most methods rely on large supervised
datasets [2, 9, 48, 55, 72, 77], although some works track
surface meshes [18, 67]. One interesting exception uses
sim2real based on motion [13], motivating better surface
tracking. Finally, some recent methods discover keypoints
on moving objects [24, 25, 63, 74], though these typically
require in-domain training on large datasets.
Long-term physical point tracking is addressed in a
few early works [33, 49, 51, 57, 68], though such hand-
engineered methods have fallen out of favor in the deep
learning era. Our work instead builds on two recent
works, TAP-Net [12] and Persistent Independent Particles
(PIPs) [19], which aim to update these prior works to the
deep learning era.
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Figure 2. TAPIR architecture summary. Our model begins with
a global comparison between the query point features and the
features for every other frame to compute an initial track esti-
mate, including an uncertainty estimate. Then, we extract features
from a local neighborhood (shown in pink) around the initial es-
timate, and compare these to the query feature at a higher resolu-
tion, post-processing the similarities with a temporal depthwise-
convolutional network to get an updated position estimate. This
updated position is fed back into the next iteration of refinement,
repeated for a fixed number of iterations. Note that for simplicity,
multi-scale pyramids are not shown.

3. TAPIR Model

Given a video and a query point, our goal is to estimate
the 2D location pt that it corresponds to in every other frame
t, as well as a 1D probability ot that the point is occluded
and a 1D probability ut on the uncertainty of the estimated
location. To be robust to occlusion, we first match candidate
locations in other frames, by comparing the query features
with all other features, and post-processing the similarities
to arrive at an initial estimate. Then we refine the estimate,
based on the local similarities between the query point and
the target point. Note that both stages depend mostly on
similarities (dot products) between the query point features
and features elsewhere (i.e. not on the feature alone); this
ensures that we don’t overfit to specific features that might
only appear in the (synthetic) training data.

Fig. 2 gives an overview of our model. We initialize an
estimate of the track by finding the best match within each

TAP-Net [12] PIPs [19] TAPIR

Per-frame Initialization ✓ ✗ ✓
Fully Convolutional In Time ✓ ✗ ✓
Temporal Refinement ✗ ✓ ✓
Multi Scale Feature ✗ ✓ ✓
Stride-4 Feature ✗ test-time only ✓
Parallel Inference ✓ ✗ ✓
Uncertainty Estimate ✗ ✗ ✓
Number of Parameters 2.8M 28.7M 29.3M

Table 1. Overview of models. TAPIR combines the merits from
both TAP-Net and PIPs and further adds a handful of crucial com-
ponents to improve performance.

frame independently, ignoring the temporal nature of the
video. This involves a cost volume: for each frame t, we
compute the dot product between the query feature Fq and
all features in the t’th frame. We post-process the cost vol-
ume with a ConvNet, which produces a spatial heatmap,
which is then summarized to a point estimate, in a man-
ner broadly similar to TAP-Net. Given the initialization, we
then compare the query feature to all features in a small re-
gion around an initial track. We feed the comparisons into a
neural network, which updates both the query features and
the track. We iteratively apply multiple such updates to ar-
rive at a final trajectory estimate. TAPIR accomplishes this
with a fully-convolutional architecture, operating on a pyra-
mid of both high-dimensional, low-resolution features and
low-dimensional, high-resolution features, in order to max-
imize efficiency on modern hardware. Finally, we add an
estimate of uncertainty with respect to position throughout
the architecture in order to suppress low-accuracy predic-
tions. The rest of this section describes TAPIR in detail.

3.1. Track Initialization

The initial cost volume is computed using a relatively
coarse feature map F ∈ RT×H/8×W/8×C , where T is the
number of frames, H and W are the image height and
width, and C is the number of channels, computed with a
standard TSM-ResNet-18 [31] backbone. Features for the
query point Fq are extracted via bilinear interpolation at the
query location, and we perform a dot product between this
query feature and all other features in the video.

We compute an initial estimate of the position p0t =
(x0

t , y
0
t ) and occlusion o0t by applying a small ConvNet to

the cost volume corresponding to frame t (which is of shape
H/8×W/8×1 per query). This ConvNet has two outputs: a
heatmap of shape H/8×W/8×1 for predicting the position,
and a single scalar logit for the occlusion estimate, obtained
via average pooling followed by projection. The heatmap is
converted to a position estimate by a “spatial soft argmax”,
i.e., a softmax across space (to make the heatmap positive
and sum to 1). Afterwards, all heatmap values which are
too far from the argmax position in this heatmap are set to
zero. Then, the positions for each cell of the heatmap are
averaged spatially, weighted by the thresholded heatmap
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magnitudes. Thus, the output is typically a location close
to the heatmap’s maximum; the “soft argmax” is differen-
tiable, but the thresholding suppresses spurious matches,
and prevents the network from “averaging” between mul-
tiple matches. This can serve as a good initialization, al-
though the model struggles to localize points to less than a
few pixels’ accuracy on the original resolution due to the
8-pixel stride of the heatmap.

Position Uncertainty Estimates. A drawback of predict-
ing occlusion and position independently from the cost vol-
ume (a choice that is inspired by TAP-Net) is that if a point
is visible in the ground truth, it’s worse if the algorithm pre-
dicts a vastly incorrect location than if it simply incorrectly
marks the point as occluded. After all, downstream applica-
tions may want to use the track to understand object motion;
such downstream pipelines must be robust to occlusion, but
may assume that the tracks are otherwise correct. The Av-
erage Jaccard metric reflects this: predictions in the wrong
location are counted as both a “false positive” and a “false
negative.” This kind of error tends to happen when the algo-
rithm is uncertain about the position, e.g., if there are many
potential matches. Therefore, we find it’s beneficial for the
algorithm to also estimate its own certainty regarding po-
sition. We quantify this by making the occlusion pathway
output a second logit, estimating the probability u0

t that the
prediction is likely to be far enough from the ground truth
that it isn’t useful, even if the model predicts that it’s visi-
ble. We define “useful” as whether the prediction is within
a threshold δ of the ground truth.

Therefore, our loss for the initialization for a given video
frame t is L(p0t , o0t , u0

t ), where L is defined as:

L(pt, ot, ut) = Huber(p̂t, pt) ∗ (1− ôt)

+ BCE(ôt, ot)
+ BCE(ût, ut) ∗ (1− ôt)

where, ût =

{
1 if d(p̂t, pt) > δ
0 otherwise

(1)

Here, ôt ∈ {0, 1} and p̂ ∈ R2 are the ground truth oc-
clusion and point locations respectively, d is Euclidean dis-
tance, δ is the distance threshold, Huber is a Huber loss, and
BCE is binary cross entropy (both ot and ut have sigmoids
applied to convert them to probabilities). ût, the target for
the uncertainty estimate ut, is computed from the ground
truth position and the network’s prediction: it’s 0 if the
model’s position prediction is close enough to the ground
truth (within the threshold δ), and 1 otherwise. At test time,
the algorithm should output that the point is visible if it’s
both predicted as unoccluded and if the model is confident
in the prediction. We therefore do a soft combination of

the two probabilities: the algorithm outputs that the point is
visible if (1− ut) ∗ (1− ot) > 0.5.

3.2. Iterative Refinement

Given an estimated position, occlusion, and uncertainty
for each frame, the goal of each iteration i of our refinement
procedure is to compute an update (∆pit,∆oit,∆ui

t), which
adjusts the estimate to be closer to the ground truth, inte-
grating information across time. The update is based on a
set of “local score maps” which capture the query point sim-
ilarity (i.e. dot products) to the features in the neighborhood
of the trajectory. These are computed on a pyramid of dif-
ferent resolutions, so for a given trajectory, they have shape
(H ′ ×W ′ × L), where H ′ = W ′ = 7, the size of the local
neighborhood, and L is the number of levels of the spatial
pyramid (different pyramid levels are computed by spatially
pooling the feature volume F ). As with the initialization,
this set of similarities is post-processed with a network to
predict the refined position, occlusion, and uncertainty esti-
mate. Unlike the initialization, however, we include “local
score maps” for many frames simultaneously as input to the
post-processing. We include the current position estimate,
the raw query features, and the (flattened) local score maps
into a tensor of shape T × (C + K + 4), where C is the
number of channels in the query feature, K = H ′ ·W ′ · L
is the number of values in the flattened local score map, and
4 extra dimensions for position, occlusion, and uncertainty.
The output of this network at the i’th iteration is a residual
(∆pit,∆oit,∆ui

t,∆Fq,t,i), which is added to the position,
occlusion, uncertainty estimate, and the query feature, re-
spectively. ∆Fq,t,i is of shape T ×C; thus, after the first it-
eration, slightly different “query features” are used on each
frame when computing new local score maps.

These positions and score maps are fed into a
12-block convolutional network to compute an update
(∆pit,∆oit,∆ui

t,∆Fq,t,i), where each block consists of a
1×1 convolution block and a depthwise convolution block.
This architecture is inspired by the MLP-Mixer used for re-
finement in PIPs: we directly translate the Mixer’s cross-
channel layers into 1×1 convolutions with the same number
of channels, and the within-channel operations become sim-
ilarly within-channel depthwise convolutions. Unlike PIPs,
which breaks sequences into 8-frame chunks before running
the MLP-Mixer, this convolutional architecture can be run
on sequences of any length.

We found that the feature maps used for computing the
“score maps” are important for achieving high precision.
The pyramid levels l = 1 through L − 1 are computed by
spatially average-pooling the raw TSM-ResNet features F
at a stride of 8 · 2l−1, and then computing all dot products
between the query feature Fq and the pyramid features. For
the t’th frame, we extract a 7 × 7 patch of dot products
centered at pt. At training time, PIPs leaves it here, but at
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test time alters the backbone to run at stride 4, introduc-
ing a train/test domain gap. We find it is effective to train
on stride 4 as well, although this puts pressure on system
memory. To alleviate this, we compute a 0-th score map on
the 64-channel, stride-4 input convolution map of the TSM-
ResNet, and extract a comparable feature for the query from
this feature map via bilinear interpolation. Thus, the final
set of local score maps has shape (7 · 7 · L).

After (∆pit,∆oit,∆ui
t,∆Fq,t,i) is obtained from the

above architecture, we can iterate the refinement step as
many times as desired, re-using the same network parame-
ters. At each iteration, we use the same loss L on the output,
weighting each iteration the same as the initialization.
Discussion As there is some overlap with prior work, Fig-
ure 3 depicts the relationship between TAPIR and other
architectures. For the sake of ablations, we also develop
a “simple combination” model, which is intended to be a
simpler combination of a TAP-Net-style initialization with
PIPs-style refinements, and follows prior architectural deci-
sions regardless of whether they are optimal. To summarize,
the major architectural decisions needed to create the “sim-
ple combination” of TAP-Net and PIPs (and therefore the
contributions of this model) are as follows. First we exploit
the complementarity between TAP-Net and PIPs. Second,
we remove “chaining” from PIPs, replacing that initializa-
tion with TAP-Net’s initialization. We directly apply PIPs’
MLP-Mixer architecture by ‘chunking’ the input sequence.
Note that we adopt TAP-Net’s feature network for both ini-
tialization and refinement. Finally, we adapt the TAP-Net
backbone to extract a multi-scale and high resolution pyra-
mid (follow PIPs stride-4 test-time architecture, but match-
ing TAP-Net’s end-to-end training). We apply losses at all
layers of the hierarchy (whereas TAP-Net has a single loss,
PIPs has no loss on its initialization). The additional contri-
butions of TAPIR are as follows: first, we entirely replace
the PIPs MLP-Mixer (which must be applied to fixed-length
sequences) with a novel depthwise-convolutional architec-
ture, which has a similar number of parameters but works
on sequences of any length. Second, we introduce uncer-
tainty estimate, which are computed at every level of the
hierarchy. These are ‘self-supervised’ in the sense that the
targets depend on the model’s own output.

3.3. Training Dataset

Although TAPIR is designed to be robust to the sim2real
gap, we can improve performance by minimizing the gap
itself. One subtle difference between the Kubric MOVi-
E [16] dataset and the real world is the lack of panning:
although the Kubric camera moves, it is always set to “look
at” a single point at the center of the workspace. Thus, sta-
tionary parts of the scene rotate around the center point of
the workspace on the 2D image plane. Models thus tend to
fail on real-world videos with panning. Therefore, we mod-

ified the MOVi-E dataset so that the “look at” point moves
along a random linear trajectory. The start and end points of
this trajectory are enforced to be less than 1.5 units off the
ground and lie within a radius of 4 units from the workspace
center; the trajectory must also pass within 1 unit of the
workspace center at some point, to ensure that the camera
is usually looking toward the objects in the scene. See Ap-
pendix 5.2 for details.

4. Experiments

We evaluate on the TAP-Vid [12] benchmark, a recent
large-scale benchmark evaluating the problem of interest.
TAP-Vid consists of point track annotations on four differ-
ent datasets, each with different challenges. DAVIS [44] is
a benchmark designed for tracking, and includes complex
motion and large changes in object scale. Kinetics [8] con-
tains over 1000 labeled videos, and contains all the com-
plexities of YouTube videos, including difficulties like cuts
and camera shake. RGB Stacking is a synthetic dataset of
robotics videos with precise point tracks on large texture-
less regions. Kubric MOVi-E, used for training, contains
realistic renderings of objects falling onto a flat surface; it
comes with a validation set that we use for comparisons.
We conduct training exclusively on the Kubric dataset, and
selected our best model primarily by observing DAVIS. We
performed no automated evaluation for hyperparameter tun-
ing or model selection on any dataset. We train and evaluate
at a resolution of 256× 256.

Implementation Details We train for 50,000 steps with a
cosine learning rate schedule, with a peak rate of 1× 10−3

and 1,000 warmup steps. We use 64 TPU-v3 cores, using 4
24-frame videos per core in each step. We use an Adam-W
optimizer with β1 = 0.9 and β2 = 0.95 and weight decay
1×10−2. For most experiments, we use cross-replica batch
normalization within the (TSM-)ResNet backbone only, al-
though for our public model we find instance normalization
is actually more effective. For most experiments we use
L = 5 to match PIPs, but in practice we find L > 3 has
little impact (See Appendix 4.3). Therefore, to save com-
putation, our public model uses L = 3. See Appendix 5.1
for more details.

4.1. Quantitative Comparison

Table 2 shows the performance of TAPIR relative to prior
works. TAPIR improves by 10.6% absolute performance
over the best model on Kinetics (TAP-Net) and by 19.3%
on DAVIS (PIPs). These improvements are quite significant
according to the TAP-Vid metrics: Average Jaccard con-
sists of 5 thresholds, so under perfect occlusion estimation,
a 20% improvement requires improving all points to the
next distance threshold (half the distance). It’s worth noting
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Figure 3. Comparison of Architectures. Left: the initial TAP-Net and PIPs models: TAP-Net has an independent estimate per frame,
whereas PIPs breaks the video into fixed-size chunks and processes chunks sequentially. Middle: a “simple combination” of these two
architectures, where TAP-Net is used to initialize PIPs-style chunked iterations. Right: Our model, TAPIR, which removes the chunking
and adds uncertainty estimate. Note that for simplicity, multi-scale pyramids are not shown.

Kinetics Kubric DAVIS RGB-Stacking
Method AJ < δxavg OA AJ < δxavg OA AJ < δxavg OA AJ < δxavg OA

COTR [27] 19.0 38.8 57.4 40.1 60.7 78.55 35.4 51.3 80.2 6.8 13.5 79.1
Kubric-VFS-Like [16] 40.5 59.0 80.0 51.9 69.8 84.6 33.1 48.5 79.4 57.9 72.6 91.9
RAFT [62] 34.5 52.5 79.7 41.2 58.2 86.4 30.0 46.3 79.6 44.0 58.6 90.4
PIPs [19] 35.3 54.8 77.4 59.1 74.8 88.6 42.0 59.4 82.1 37.3 51.0 91.6
TAP-Net [12] 46.6 60.9 85.0 65.4 77.7 93.0 38.4 53.1 82.3 59.9 72.8 90.4

TAPIR (MOVi-E) 57.1 70.0 87.6 84.3 91.8 95.8 59.8 72.3 87.6 66.2 77.4 93.3
TAPIR (Panning MOVi-E) 57.2 70.1 87.8 84.7 92.1 95.8 61.3 73.6 88.8 62.7 74.6 91.6

Table 2. Comparison of TAPIR to prior results on TAP-Vid. < δxavg is the fraction of points unoccluded in the ground truth, where the
prediction is within a threshold, ignoring the occlusion estimate; OA is the accuracy of predicting occlusion. AJ is Average Jaccard, which
considers both position and occlusion accuracy.

that, like PIPs, TAPIR’s performance on DAVIS is slightly
higher than on Kinetics, whereas for TAP-Net, Kinetics has
higher performance, suggesting that TAPIR’s reliance on
temporal continuity isn’t as useful on Kinetics videos with
cuts or camera shake. Note that the bulk of the improve-
ment comes from the improved model rather than the im-
proved dataset (TAPIR (MOVi-E) is trained on the same
data as TAP-Net, while ‘Panning’ is the new dataset). The
dataset’s contribution is small, mostly improving DAVIS,
but we found qualitatively that it makes the most substan-
tial difference on backgrounds when cameras pan. This is
not well represented in TAP-Vid’s query points, but may
matter for real-world applications like stabilization. RGB-
stacking, however, is somewhat of an outlier: training on
MOVi-E is still optimal (unsurprising as the cameras are

static), and there the improvement is only 6.3%, possibly
because TAPIR does less to help with textureless objects,
indicating an area for future research. Fig. 4 shows some
example predictions on DAVIS. TAPIR corrects many types
of errors, including problems with temporal coherence from
TAP-Net and problems with occlusion from PIPs. We in-
clude further qualitative results on our project webpage,
which illustrate how noticeable a 20% improvement is.

TAP-Vid proposes another evaluation for videos at the
resolution of 256 × 256 called ‘query-first.’ In the typical
case (Table 2), the query points are sampled in a ‘strided’
fashion from the ground-truth tracks: the same trajectory
is therefore queried with multiple query points, once ev-
ery 5 frames. In the ‘query first’ evaluation, only the first
point along each trajectory is used as a query. These points
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Kinetics DAVIS RGB-Stacking
Method AJ < δxavg OA AJ < δxavg OA AJ < δxavg OA

TAP-Net 38.5 54.4 80.6 33.0 48.6 78.8 53.5 68.1 86.3
TAP-Net (Panning MOVi-E) 39.5 56.2 81.4 36.0 52.9 80.1 50.1 65.7 88.3
TAPIR (MOVi-E) 49.6 64.2 85.2 55.3 69.4 84.4 56.2 70.0 89.3
TAPIR (Panning MOVi-E) 49.6 64.2 85.0 56.2 70.0 86.5 55.5 69.7 88.0

Table 3. Comparison under query first metrics. We see largely
the same relative performance trend whether the model is queried
in a ‘strided’ fashion or whether the model is queried with the first
frame where the point appeared, although performance is overall
lower than the ‘strided’ evaluation.

are slightly harder to track than those in the middle of the
video, because there are more intervening frames wherein
the point’s appearance may change. Table 3 shows our re-
sults on this approach. We see that the performance broadly
follows the results from the ‘strided’ evaluation: we outper-
form TAP-Net by a wide margin on real data (10% absolute
on Kinetics, 20% on DAVIS), and by a smaller margin on
RGB-Stacking (3%). This suggests that TAPIR remains ro-
bust even if the output frames are far from the query point.

We also conduct a comparison of computational time for
model inference on the DAVIS video horsejump-high with
a resolution of 256x256. All models are evaluated on a sin-
gle GPU using 5 runs on average. With Just In Time (JIT)
Compilation with JAX, for 50 query points randomly sam-
pled on the first frame, TAP-Net finishes within 0.1 seconds
and TAPIR finishes within 0.3 seconds, i.e., roughly 150
frames per second. This is possible because TAPIR, like
TAP-Net, maps efficiently to GPU parallel processing. In
contrast, PIPs takes 34.5 seconds due to a linear increase
with respect to the number of points and frames processed.
See Appendix 1 for more details.

4.2. Ablation Studies

TAPIR vs Simple Combination We analyze the con-
tributions of the main ideas. Our first contribution is to
combine PIPs and TAP-Net (Fig. 3, center). Comparing
this directly to PIPs is somewhat misleading: running the
open-source ‘chaining’ code on Kinetics requires roughly 1
month on a V100 GPU (roughly 30 minutes to process a 10-
second clip). But how crucial is chaining? After all, PIPs
MLP-mixers have large spatial receptive fields due to their
multi-resolution pyramid. Thus, we trained a naı̈ve version
of PIPs without chaining: it initializes the entire track to
be the query point, and then processes each chunk inde-
pendently. For a fair comparison, we train using the same
dataset and feature extractor, and other hyperparameters as
TAPIR, but retain the 8-frame MLP Mixer with the same
number of iterations as TAPIR. Table 4 shows that this al-
gorithm (Chain-free PIPs) is surprisingly effective, on par
with TAP-Net. Next, we combine the Chain-free PIPs with
TAP-Net, replacing the constant initialization with TAP-
Net’s prediction. The “simple combination” (Fig. 3, center)
alone improves over PIPs, Chain-free PIPs, and TAP-Net
(i.e. 43.3% v.s. 50.0% on DAVIS). However, the other new

Average Jaccard (AJ) Kinetics DAVIS RGB-Stacking Kubric

PIPs [19] 35.3 42.0 37.3 59.1
TAP-Net [12] 48.3 41.1 59.2 65.4
Chain-Free PIPs 47.2 43.3 61.3 75.3
Simple Combination 52.9 50.0 62.7 78.1
TAPIR 57.2 61.3 62.7 84.7

Table 4. PIPs, TAP-Net, and a simple combination vs TAPIR.
We compare TAPIR (Fig. 3 right) to TAP-Net, PIPs (Fig. 3 left),
and the “simple combination” (Fig. 3 center). Chain-Free PIPs
is our reimplementation of PIPs that removes the extremely slow
chaining operation and uses the TAPIR backbone network. All
models in this table are trained on Panning MOVi-E except PIPs,
which uses its own dataset.

Average Jaccard (AJ) Kinetics DAVIS RGB-Stacking Kubric

Full Model 57.2 61.3 62.7 84.7
- No Depthwise Conv 54.9 53.8 61.9 79.7
- No Uncertainty Estimate 54.4 58.6 61.5 83.4
- No Higher Res Feature 54.0 54.0 59.5 80.4
- No TAP-Net Initialization 54.7 59.3 60.3 84.1
- No Iterative Refinement 48.1 41.6 60.3 64.9

Table 5. Model ablation by removing one major component at a
time. -No Depthwise Conv uses a MLP-Mixer on a chunked video
similar to PIPs. -No Uncertainty Estimate uses the losses directly
as described in TAP-Net. -No Higher Res Feature uses only 4
pyramid levels in iterative refinement and has no features at stride
4. -No TAP-Net Initialization uses a constant initialization for it-
erative refinement. All the components contribute non-trivially to
the performance of the model.

ideas in TAPIR also account for a substantial portion of the
performance (i.e. 50.0% v.s. 61.3% on DAVIS).

Model Components Table 5 shows the effect of our ar-
chitectural decisions. First, we consider two novel architec-
tural elements: the depthwise convolution which eliminates
chunking from the PIPs model, and the uncertainty esti-
mate. We see for Kinetics, both methods contribute roughly
equally to performance, while for DAVIS, the depthwise
conv is more important. A possible interpretation is that
DAVIS contains more temporal continuity than Kinetics, so
chunking is more harmful. Higher-resolution features are
also predictably important to performance, especially on
DAVIS. Table 5 also considers a few other model compo-
nents that are not unique to TAPIR. TAP-Net initialization is
important, but the model still gives reasonable performance
without it. Interestingly, the full model without refinement
(i.e. TAP-Net trained on Panning MOVi-E with the uncer-
tainty estimate) performs similarly to TAP-Net trained on
Panning MOVi-E (Table 4, second line); one possible inter-
pretation is that TAP-Net is overfitting to its training data,
leading to biased uncertainty estimate.

Iterations of Refinement Finally, Table 6 shows how per-
formance depends on the number of refinement iterations.
We use the same number of iterations during training and
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TAPIR

TAPNet

PIPs

Query points

Figure 4. TAPIR compared to TAP-Net and PIPs. Top shows the query points on the video’s first frame. Predictions for two later frames
are below. We show predictions (filled circles) relative to ground truth (GT) (ends of the associated segments). x’s indicate predictions
where the GT is occluded, while empty circles are points visible in GT but predicted occluded (note: models still predict position regardless
of occlusion). The majority of the street scene (left) gets occluded by a pedestrian; as a result, PIPs loses many points. TAP-Net fails on
the right video, possibly because the textureless clothing is difficult to match without relying on temporal continuity. TAPIR, meanwhile,
has far fewer failures.

Average Jaccard (AJ) Kinetics DAVIS RGB-Stacking Kubric

0 iterations 48.1 41.6 60.3 64.9
1 iteration 55.7 55.0 62.7 80.1
2 iterations 56.7 58.8 62.0 83.1
3 iterations 56.8 60.6 60.9 84.1
4 iterations 57.2 61.3 62.7 84.7
5 iterations 57.8 61.6 61.5 84.3
6 iterations 57.2 60.4 56.6 82.9

Table 6. Evaluation performance against the number of itera-
tive updates. It can be observed that after 4 iterations, the perfor-
mance no longer improves significantly. This could be attributed
to the fact that TAP-Net already provides a good initialization.

testing for all models. Interestingly, we observed the best
performance for TAPIR at 4-5 iterations, whereas PIPs used
6 iterations. Likely a stronger initialization (i.e., TAP-Net)
requires fewer iterations to converge. The decrease in per-
formance with more iterations implies that there may be
some degenerate behavior, such as oversmoothing, which
may be a topic for future research. In this paper, we use 4
iterations for all other experiments.

Further model ablations, including experiments with
RNNs and dense convolutions as replacements for our
depthwise architecture, the number of feature pyramid lay-
ers, and the importance of time-shifting in the features, can

be found in Appendix 4. Depthwise convolutions work as
well or better than the alternatives while being less expen-
sive. We find little impact of adding more feature pyramid
layers as PIPs does, so we remove them from TAPIR. Fi-
nally, we find the impact of time-shifting to be minor.

5. Animating still images with TAPIR

Generative modeling of images and videos has expe-
rienced an explosion in popularity due to recent striking
text-conditioned generation results using diffusion mod-
els [17, 21, 42, 46, 50]. Animating still images remains
extremely challenging, due to the high computational cost
of video modeling and the difficulty of generating realistic
motion. Is it possible to improve the generated videos via
an explicit representation of surface motion? Here, we de-
velop a proof-of-concept for a diffusion-based system that
uses TAPIR tracks to do this.

We perform video prediction using a pair of diffusion
models: one which generates dense trajectories given an
input image (the “trajectory” model), and a second which
takes the input image and the trajectories and generates pix-
els (the “pixel” model). At test time, the outputs from the
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trajectory model dictate the motion that should be present in
the video, ideally ensuring physical plausibility. The pixel
model uses the trajectories to attend to the appropriate loca-
tion in the first frame, in order to produce appearance which
is consistent across the video.

For the trajectory model, we encode the conditioning im-
age with a small ConvNet, which produces a dense grid of
features at stride 4. This is used as conditioning for a U-
Net that performs diffusion denoising on the trajectories.
We find that encoding the trajectories is important: for each
frame, we include the raw x and y positions, both in ab-
solute coordinates and coordinates relative to the starting
position, and we also include a position encoding of the ab-
solute locations with 32 Fourier features. The U-Net ar-
chitecture includes self-attention layers, so the Fourier fea-
tures allow the model to measure whether trajectories are
spatially nearby late in an animation. For simplicity and
memory efficiency, we stack these values for all frames
along the channel axis: thus, the input is a 2D grid of shape
H//4×W//4× (T · (1+2+2+32)), (occlusion, relative
position, absolute position, fourier encoding), which is pro-
cessed with a 2D U-Net. The model predicts the clean data
given the noisy data, which is the typical “clean data predic-
tion” diffusion setup. The pixel model is a more traditional
image generation model, which predicts the noise residual
given noisy pixels. It takes three inputs, and outputs a sin-
gle denoised frame. The first input is 3 noisy frames, allow-
ing the model to infer some temporal context. The second
is the first frame, warped according to the trajectories from
the trajectory model. The third is features for the first frame,
computed by a standard ConvNet before, being warped ac-
cording to the same trajectories. We train on an internal
dataset of 1M video clips, processed into 24-frame clips at
256× 256 resolution. See supplementary for more details.

Fig. 5 shows the trajectories produced by our trajectory
prediction model on selected images. Our model can make
multiple different physically-plausible predictions for mo-
tion for each input image, suggesting that it can recognize
people and do rudimentary human pose estimation with-
out supervision. Note that this demonstrates two levels of
transfer: TAPIR was never trained on humans, while the
trajectory-prediction model was trained on video rather than
still images like these. It is difficult to judge these motions
from a static figure, so we encourage the reader to view
videos generated with our pipeline in the supplementary.

6. Conclusion
In this paper, we introduce TAPIR, a novel model for

Tracking Any Point (TAP) that adopts a two-stage ap-
proach, comprising a matching stage and a refinement stage.
It demonstrates a substantial improvement over the state-
of-the-art, providing stable predictions and occlusion ro-
bustness, and scales to high-resolution videos. We also

Figure 5. Animating still frames. Top row shows the input im-
ages. Each following row shows a visualization of a single sample
from our trajectory model: the dark purple end is the starting point
of the trajectory, while the colors get brighter and yellower with
distance. In the left image, one sample shows the hand moving
forward in a cutting motion, with a slight incline of the head; in
the other, the entire person moves to the left. On the right, the
first sample moves one arm in a circle, while the second shows the
head turning and the other arm being raised.

show a proof-of-concept of animating still frames, which
we hope can serve as a foundation for future graphics re-
search. TAPIR still has some limitations, such as difficulty
in precisely perceiving the boundary between background
and foreground, and it may still struggle with large appear-
ance changes. Nevertheless, our findings indicate a promis-
ing future for TAP in computer vision.
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