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Abstract

We target cross-domain face reenactment in this paper,
i.e., driving a cartoon image with the video of a real per-
son and vice versa. Recently, many works have focused
on one-shot talking face generation to drive a portrait with
a real video, i.e., within-domain reenactment. Straightfor-
wardly applying those methods to cross-domain animation
will cause inaccurate expression transfer, blur effects, and
even apparent artifacts due to the domain shift between
cartoon and real faces. Only a few works attempt to set-
tle cross-domain face reenactment. The most related work
AnimeCeleb [13] requires constructing a dataset with pose
vector and cartoon image pairs by animating 3D charac-
ters, which makes it inapplicable anymore if no paired data
is available. In this paper, we propose a novel method
for cross-domain reenactment without paired data. Specif-
ically, we propose a transformer-based framework to align
the motions from different domains into a common latent
space where motion transfer is conducted via latent code
addition. Two domain-specific motion encoders and two
learnable motion base memories are used to capture do-
main properties. A source query transformer and a driving
one are exploited to project domain-specific motion to the
canonical space. The edited motion is projected back to the
domain of the source with a transformer. Moreover, since no
paired data is provided, we propose a novel cross-domain
training scheme using data from two domains with the de-
signed analogy constraint. Besides, we contribute a cartoon
dataset in Disney style. Extensive evaluations demonstrate
the superiority of our method over competing methods.

1. Introduction
Online video conferences and live streaming are spread-

ing rapidly since the population of smartphones and com-
munication techniques. Speakers sometimes present them-
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Figure 1. Cross-domain reenactment examples of our method.
Given a cartoon face, we animate it by transferring the pose and
expression from a real face.

selves as cartoon characters for privacy and entertainment
consideration. However, conventional cartoon animation
depends on a complex pipeline of 3D modeling and retar-
geting based on a powerful render engine, which always
takes a long period [24]. This limitation makes it difficult to
drive a new model or directly drive a single comic picture.

There are many works [17, 19, 10, 23, 27] that focus on
one-shot talking face generation, i.e., driving a portrait with
a video of a real person, which belongs to within-domain
reenactment. Their models are trained with a large amount
of talking videos and perform well in the same-identity and
cross-identity driving tasks. However, when those models
are straightforwardly applied to cross-domain reenactment,
i.e., driving a cartoon face with a real video as in Fig. 1, they
persistently encounter the following issues, including inac-
curate expression transfer, blur effects, and even apparent
artifacts around facial components and the background. The
reason is the distribution shift between different domains.
There is a large appearance and motion gap between the
cartoon and real datasets. Though fine-tuning a pre-trained
model on a cartoon dataset can improve the visual quality
to a certain extent, those issues still cannot be wiped out.

Only a few methods focus on visually-driven cross-
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domain face reenactment. The early method Recycle-
GAN [1] overfits two videos for unsupervised video trans-
lation, which cannot be used for one-shot reenactment.
MAA [28] uses keypoints as an intermediate representation
and designs an angle consistency loss to mimic the driving
motion. But only focusing on keypoints will result in ignor-
ing the subtle motion of facial components, especially the
mouth and eyes. AnimeCeleb [13] is based on pre-defined
3D Morphable Models (3DMMs) [2] and additional pose
annotaions1 of cartoon images. However, it is inapplicable
when paired data is not available, which limits its range of
use. Moreover, the pre-defined pose vector has limited ca-
pability of capturing fine-grained facial expressions.

In this paper, we propose a novel method for cross-
domain reenactment without the requirement of paired data.
All we need is a set of real videos and another set of cartoon
videos. To solve the domain shift problem, we propose a
transformer-based framework to align the motions from two
domains in a shared canonical latent space. Specifically,
two motion encoders and two motion bases are designed to
discover the domain-specific properties of appearance and
motion. To align the domain-specific motions in a common
latent space, a source query transformer and a target take
the responsibility of projecting the motions into a canoni-
cal motion space, where motion transfer can be conducted
via the addition of motion codes. The edited motion is then
projected from the canonical space back to the domain of
the source by a transformer. A generator takes the projected
motion and the source features as input to synthesize a face
in the domain of the source.

Moreover, to overcome the lack of paired data, we pro-
pose a novel cross-domain training scheme. The core idea is
the analogy constraint (see Fig. 2). Specifically, given two
real faces and a cartoon face, we use the relative motion
between the two real faces to drive the cartoon one, produc-
ing a synthetic cartoon face. The relative motion from one
real face to the other real one is analogous to that from the
cartoon face to the synthetic one. We measure the distance
between the two types of analogical motions in the aligned
canonical motion space. They are supposed to be identical.

To conduct cross-domain reenactment experiments, we
collect a cartoon video dataset in Disney style, which con-
tains 344 videos and about 47k frames in total. The cartoon
dataset will be released for research purposes.

Our contributions are as follows:

• We propose a novel framework for cross-domain face
reenactment without using paired data. Several trans-
formers are designed to align the motions of different
domains in a common latent space.

• We propose a training scheme to compensate for the

1Note that Pose in [13] refers to a 20 dimension (20D) vector that
contains the status of facial expression and head pose.
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Figure 2. Visualization of analogy constraint. ∆ωreal and
∆ωcartoon represent the relative motion in the real and cartoon
domain, respectively. ∆ωcan represents the projected motion in
the canonical space where we can perform cross-domain motion
transfer by the addition of motion codes. Given a cartoon face, we
utilize the relative motion between two real faces to animate the
cartoon one and generate a synthetic cartoon face. We hold that
the relative motion between two real faces and that between the
cartoon face and the synthetic are equivalent within the canonical
motion space.

lack of paired data by using the analogy constraint.

• We collect a cartoon video dataset and conduct exten-
sive experiments to demonstrate the superiority of our
method in the cross-domain reenactment.

2. Related Work
2.1. Within-domain Face Reenactment

Most one-shot talking face generation works focus on
within-domain face reenactment, i.e., driving a portrait im-
age using another talking head video, where both the driv-
ing video and source image is from real humans.

Keypoint-based Methods. Many reenactment algo-
rithms [26, 30, 31, 5] are based on pre-defined facial land-
marks that are used for motion conversion and reposition-
ing. For example, ReenactGAN [26] encodes the face into
the boundary hidden space defined by the keypoint heat
map and transfers motion by a boundary transformer. Al-
though ReenactGAN can produce high-quality target faces,
it needs to retrain the model for the new individual images.
FReeNet [31] trained a keypoint converter to convert the
driven expression onto the source face. However, it can only
deal with expression change, but not attitude changes, so the
generated face image will keep the pose of the source face.

3DMM-based Methods. A number of works [17, 7, 4,
29, 33] take advantage of the 3D deformation model [3]
that can decouple pose, expression, and identity. For in-
stance, Pirenderer [17] mapped the target 3DMM param-
eters into hidden codes and injected them into the source
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image features to guide the generation of distorted streams.
HeadGAN [7] renders 3D parameters to images as mo-
tion representations. [4] map 3DMM parameters to Style-
GAN [11, 12] latent space, and a transformation matrix is
learned to map 3DMM parameters to latent code. Style-
HEAT [29] used 3DMM to generate an optical flow map
to change the feature map of StyleGAN. Using 3DMM pa-
rameters as motion representation can avoid the problem of
video identity information leakage in cross-identity reenact-
ment, but the 3D model only encodes facial regions, such
as teeth, eyes, hair and other information that is difficult to
synthesize.

Unsupervised Methods. Another large class of meth-
ods [25, 18, 19, 22, 10, 23, 8] do not use existing face mod-
els, but use unsupervised training to obtain facial motion
representations. A typical method is FOMM [19], which
proposes a first-order motion method by representing the
motion as the key points and its local transformation. Face-
vid2vid [22] further extends this method to 3D facial key
points. DAGAN [10] used the self-supervised geometry
learning method to obtain the depth map from the video.
Motion transformer [21] uses the interactive capabilities of
transformer to predict key points. Differing from the above
methods, LIA [23] does not require explicit structural rep-
resentation but directly manipulates the latent space of the
generative model. Megapotrait [8] follows a similar way
and adds a super-resolution network for higher resolution.

The goals of these within-domain reenactment methods
are different from ours since they do not need to consider
the domain gap. They can be trained in a self-supervised
way from the same video, while there are no cartoon-real
training pairs in our cross-domain settings.

2.2. Cross-domain Face Reenactment

Only a few methods focus on cross-domain face reenact-
ment. The early study Recycle-GAN [1] is based on im-
age translation networks. It introduces a recurrent loss by
training a temporal predictor to monitor the temporal con-
sistency. And each character requires two face videos as
two domains for training, which cannot be used for one-shot
reenactment. Everythingtalking [20] proposes a paramet-
ric shape modeling technique parametric models based on
Bezier Curve and transfers motion by adapting the human
face’s control points to the pareidolia face. But it is unable
to change the facial posture. MAA [28] is a method that
relies on keypoints and incorporates an angle consistency
loss to replicate driving motion. However, the differences in
keypoints only account for absolute motion transfer, which
might significantly alter the appearance of source images
and fail to capture intricate facial expressions well.

The most related work AnimeCeleb [13] proposes a new
cartoon talking-head video dataset. It uses a 3D anima-
tion model to generate a large number of animated face im-

ages and corresponding pose annotations. To achieve cross-
domain reenactment, it proposes to learn the mapping rela-
tionship from animation pose vectors to 3DMM parameters
by paired data. One shortcoming of AnimeCeleb is that it
becomes inapplicable if no paired data is available, which
limits its application scope. Moreover, it cannot be gener-
alized to other cartoon styles that require rich expressions.
Because AnimeCeleb uses the manually designed 20D vec-
tor to represent the status of pose and expression, which is
far from enough. Differently, our method does not depend
on 3DMMs and can be trained without being paired by us-
ing a designed cross-domain training scheme.

3. Method
We propose a novel transformer-based framework to

align the motions from different domains in a shared canon-
ical motion space for motion transfer. The framework is
shown in Fig. 3. The task becomes simple if there exist
paired data, i.e., faces in different domains on the same ex-
pression and pose. Unfortunately, no such dataset is avail-
able. To settle the lack of paired data, we propose a training
scheme with the designed analogy constraint, using faces
from two domains jointly. We first introduce the architec-
ture of the framework in Sec. 3.1. Then, we present the
training scheme in Sec. 3.2. Finally, we show a two-stage
learning strategy to alleviate the issue of imbalanced train-
ing data in Sec. 3.3, i.e., the number of real videos is much
larger than that of cartoon videos.

3.1. Transformer-based Framework

As shown in Fig. 3, given a source image and a driv-
ing one from two domains, we extract the motion informa-
tion from the two images with two domain-specific motion
encoders. Then, a source query transformer and a driving
one are used to project the extracted motion information
from different domains into the shared canonical motion
space, with the domain-specific motion code base and the
motion information as input. The motion transfer is real-
ized by adding motion codes in the shared motion space. A
domain-specific backward transformer projects the edited
motion code back to the domain of the source image with
the assistance of its features extracted via a domain-specific
appearance encoder. Finally, a generator takes the projected
motion code and the source features as input to render an
image in the domain of the source.

Please note that we use the cartoon as the source and
the real as the driving for illustration in Fig. 3. We can ex-
change the roles of the cartoon and the real, i.e., the real as
the source while the cartoon is the driving. Therefore, in
our full framework, we have two appearance encoders, two
motion encoders, two backward transformers, two genera-
tors, and two motion code bases, which are domain-specific.
We also have one source query transformer and one driv-
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Figure 3. An illustration of our model, which can be mainly divided into three parts: (1) Feature extraction. We use Ea and Em to extract
local features and latent motion descriptor respectively. (2) Latent space transformation. A source query transformer and a driving one
are used to project the motion descriptor into a canonical motion space. Motion transfer is conducted via the addition of motion codes
in the shared motion space. (3) Image generation. The edited motion is projected back to the domain of the source with the assistant of
the source features. A progressive image generator is used to render an image with the projected motion. We also apply a spatial feature
transformation (SFT) to the last three high-resolution features to reduce the artifacts caused by feature warping.

ing query transformer, which are shared by two domains.
The bounding box in color indicates whether a component
is domain-specific in Fig. 3. We present the components in
detail as follows.
Appearance and Motion Encoders. We have domain-
specific encoders to extract appearance and motion informa-
tion from an image. Let EC

a and EC
m denote the appearance

and motion encoder for the cartoon domain, respectively,
while ER

a and ER
m for the real domain. As the roles of the

two domains as the source and the target can be exchanged,
we use Ea and Em for simplicity. The appearance encoder
takes the source image as input and outputs multi-scale spa-
tial features, while the motion encoder extracts motion de-
scriptors from the source and driving image, respectively.
Thus, the feature extraction can be defined as:

S = Ea(xs), (1)
Fs = Em(xs), Fd = Em(xd), (2)

where Fs and Fd denote the motion descriptors of the
source xs and the driving xd. S = {Si}Ni=1 represents the
appearance features of the source.
Motion Query Transformer. In addition to the domain-
specific motion encoder, we use a motion base for each do-
main for further discovering domain-specific motion prop-
erties. The motion base consists of learnable embeddings to
memorize typical motions, denoted as p = {pk}Kk=1, where
pk ∈ Rd represents the k-th motion embedding and d is
the dimension. We adopt transformer blocks to project the
latent descriptor into a canonical motion space due to their
capability of capturing long-range dependencies. As shown
in the middle of Fig. 3, the embedding is linearly projected

to the query features while the latent descriptor from the
image is projected to the key and value features. Inspired
by [19], since it is challenging to model motion transforma-
tion xs → xd straightforwardly, we choose to model trans-
formation xs → xr and xr → xd separately by leveraging
a virtual reference xr:

ws→d = ws→r + wr→d, (3)

where ws→r = Ts→r(Fs, p) and wr→d = Tr→d(Fd, p).
ws→r,wr→d, and ws→d are three motion codes in canonical
motion space. Ts→r denotes the source query transformer
that models the motion transformation from the source to
the reference. While Tr→d denotes the driving query trans-
former that models the motion transformation from the ref-
erence to the driving. The two query transformers are
shared by the two domains.
Backward Transformer. As we obtain the motion transfor-
mation ws→d in the canonical motion space, the next step is
to project the motion code back to the domain of the source
image. We use a domain-specific backward transformer to
take over this task with the assistance of the information
of the source image, i.e., the multi-scale features S of the
source image from the appearance encoder Ea. We have
two such transformers, i.e., TC

B and TR
B , and take the no-

tation TB for simplicity. To let the motion code obtain in-
formation from image features in different resolutions, we
design the backward transformer as a stack of three trans-
former blocks. As shown on the right of Fig. 3, in each
transformer block, the query features are derived from the
output of the previous module, while the key and value fea-
tures are computed from the corresponding multi-scale fea-
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tures. The first query features are the linear projection of
the motion transformation ws→d from the canonical space.
And the resolutions of the feature maps are 16×16, 32×32,
and 64×64, respectively.
Image Generator. After obtaining the projected motion
code in the source domain, we use a domain-specific gen-
erator to progressively warp and refine the source feature
maps layer by layer conditioned on the motion code ws→d.
We have two generators, i.e., GC and GR, and take the no-
tation G for simplicity. Considering that warping them only
will make the final output suffer from artifacts, we add re-
finement modules in the last three layers of the generator
to enhance three high-resolution feature maps. Given the
motion code ws→d and the previous feature maps oi−1, a
StyleConv block is used to predict a flow field that is used
to warp the feature map Si. With the warped feature map
f i
w and the motion code ws→d as input, the spatial feature

transformation (SFT) for refinement is defined as:

oi = αi ⊙ f i
w + βi, (4)

where αi = StyleConv(f i
w, ws→d) is the spatial scale and

βi = StyleConv(f i
w, ws→d) is the bias.

3.2. Cross-domain Training Scheme

If there are paired data where cartoon and real video
pairs share the same head pose and expression, cross-
domain training can be settled simply following the way of
training a conventional within-domain model. However, no
such paired data is available. To tackle this issue, we pro-
pose an analogy constraint to train the model with unpaired
cartoons and real videos.
Analogy Constraint. As shown in Fig. 2, the core idea is
to project the relative motions of different domains into the
canonical motion space. For instance, given a tuple consist-
ing of two real faces and a cartoon one, we can calculate
the relative motion from one real face to the other real one.
Then, the relative motion can be used to animate the cartoon
face to generate a synthetic cartoon face. We can compute
the relative motion from the cartoon face to the synthetic
cartoon one. The two types of relative motions are supposed
to be identical in canonical motion space.

In the canonical motion space, following [19], the rela-
tive motion transfer can be defined as:

ws→d = (ws→r + wr→s) + (wr→d − wr→1), (5)

where ‘1’ refers to a selected frame in the driving video. For
illustration, let xR

a and xR
b denote two real images and xC

s

denote a cartoon image. Then, the relative motion transfer
is applied to the cartoon, which can be defined as:

ws→g = (ws→r + wr→s) + (wr→b − wr→a), (6)

where ws→g represents the motion transformation from xC
s

to xC
g . ‘g’ indicates the synthetic cartoon face. Each item

can be defined as follows:

ws→r = Ts→r(E
C
m(xC

s ), p
C),

wr→s = Tr→d(E
C
m(xC

s ), p
C),

wr→a = Tr→d(E
R
m(xR

a ), p
R),

wr→b = Tr→d(E
R
m(xR

b ), p
R).

(7)

With the motion code ws→g as well as the source features
S, the generator GC can produce a synthetic cartoon face
xC
g , i.e., xC

g = GC(TC
B (ws→g), E

C
a (xC

s )). Then, we can
calculate the motion code of the synthetic cartoon face in
the canonical motion space, i.e.,

wr→g = Tr→d(E
C
m(xC

g ), p
C). (8)

The relative motion between the cartoon face and the syn-
thetic one is (wr→g−wr→s), which is supposed to be iden-
tical to the relative motion between the two real faces, i.e.,
(wr→b − wr→a). Therefore, we can measure the distance
between the two types of relative motions by

LR→C
motion = E[∥(wr→g − wr→s)− (wr→b − wr→a)∥1].

(9)
Similarly, given two cartoon faces and one real face, we
have LC→R

motion following the same formulation. Further, to
maintain the high fidelity of face generation, we impose ad-
versarial loss. The adversarial loss can be defined as:

LR
adv = ExR

g
[−log(DR(xR

g ))],

LC
adv = ExC

g
[−log(DC(xC

g ))],
(10)

where DR and DC are two discriminators for the real and
cartoon domains, respectively.
Reconstruction. Besides the analogy constraint that em-
phasizes the interaction between two domains, we can also
perform within-domain reenactment to assist the model
learning. Specifically, we can sample two images within
the same domain as the source and the driving, e.g., a pair
of xR

s and xR
d or a pair of xC

s and xC
d . The reconstruction

loss of the real pairs can be used to update the parameters
of the real domain-related components as well as the shared
motion query transformers. Similarly, the reconstruction
loss of the cartoon pairs is for the corresponding compo-
nents. We exploit the L1 loss L1(xs→d, xd), the perceptual
loss Lper(xs→d, xd), and the GAN loss Ladv(xs→d, xd).
Hence, the objective of reconstruction can be defined as :

Lrec = L1 + λperLper + Ladv, (11)

where we omit the domain notation R&C for simplicity.
The overall objective is defined as follows:

L = LR
rec+LC

rec+λm∗(LR→C
motion+LC→R

motion)+LC
adv+LR

adv,
(12)

where λm is the trade-off hyperparameter.
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(a) Source (b) FOMM (d) DaGAN(c) LIA (f) Start (g) Driving(e) Ours
Figure 4. Qualitative comparisons with state-of-the-art methods on cross-domain reenactment. Competing methods are finetuned with the
cartoon dataset. Hence all models are trained on the same data. It can be seen that our results have superior image quality and motion
consistency. More visual results are in the supplementary.

3.3. Two-stage Learning on Imbalanced Data.

The number of real videos is much larger than that of
cartoon videos. Directly training with mixed imbalanced
data cannot promote the performance of cross-domain reen-
actment because real faces dominate the data distribution.
To alleviate the issue of the imbalanced dataset, we propose
to learn the model in two stages.

In the first stage, we train the model with real videos
by performing the reconstruction task, through which the
model can learn the general knowledge of face motion from
a large number of talking head videos.The obtained model
cannot accurately transfer motion from real faces to cartoon
ones due to domain shifts, especially facial expressions.

In the second stage, we copy the domain-specific com-
ponents of the real domain as initialization for those of the
cartoon domain. Then, we jointly learn all the components
in the framework with the analogy constraint and the recon-
struction loss.

Please note that our final model can be used to reenact
a cartoon with a real video as well as to reenact a real face
with a cartoon video.

4. Experiments

4.1. Settings

Datasets. For cross-domain reenactment, we collect a
cartoon video dataset in Disney style which contains 344
videos with an FPS of 30 and the total number of frames is
about 47k. To train our model, we take a subset of videos
from the VoxCeleb [15] dataset containing 17K videos, and
a subset from self-collected cartoon videos containing 289
videos. For evaluation, we use the rest 473 videos from
the VoxCeleb [15] dataset and 55 videos from the cartoon
dataset. We also use a set of images from CelebA-HQ [14]
for cross-identity reenactment evaluation.

Metrics. We evaluate the performance from four aspects,
i.e., reconstruction, fidelity, identity preservation, and mo-
tion transfer. L1, Learned Perceptual Image Patch Similar-
ity (LPIPS)[32], and Peak Signal-to-Noise Ratio (PSNR)
are used to measure the reconstruction accuracy. Frechet
Inception Distance (FID) [9] and Cumulative probability of
Blur Detection (CPBD) [16] are used for measuring gen-
eration realism. The cosine similarity (CSIM) between
synthetic and source images through ArcFace [6] is used
for identity preservation. To evaluate the accuracy of mo-
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Figure 5. Qualitative comparisons with MAA [28]. Our method
can better preserve the face shape of the original image. And
more accurately imitated the driving image, especially the eyes
and mouth.

tion transfer, following [10], we use Average Keypoint Dis-
tance (AKD) and Average Expression Distance (AED) to
compute the distance between synthetic and target images
in terms of expression and pose.

Competing methods. We compare our method with sev-
eral recent state-of-the-art methods, including FOMM [19],
DAGAN [10], and LIA [23]. FOMM is a typical motion
transfer method based on unsupervised keypoints. DAGAN
introduces depth into the estimation of key points and has
a similar formulation of motion transfer as FOMM. LIA is
a representative method that uses a reference space similar
to FOMM but conducts motion transfer in a latent space.
For a fair comparison, we initialize the models using their
pretrained official models and finetune them on the cartoon
dataset. Therefore, we learn with the same data. Further-
more, we also compare with MAA [28], a keypoint-based
cross-domain motion transfer method.

Implementation Details. The model is trained in two
stages to handle the imbalanced dataset where real videos
are much more than cartoons. In the first stage, we trained
the model on the training set of VoxCeleb for 450K itera-
tions, where the batch size is 64 and the optimizer is Adam
with an initial learning rate of 5 × 10−4. In the second
stage, we fine-tune the model with Disney videos with 10K
iterations, where the batch size is 8 and the optimizer is
Adam with an initial learning rate of 1× 10−4. The hyper-
parameters are set as λper = 10 and λm = 20 to balance
generative fidelity and motion consistency. A detailed de-
scription of model components is in the supplementary.

4.2. Cross-Domain Face Reenactment

As mentioned in Sec. 3.3, our method can handle the
bidirectional cross-domain reenactment. We execute mo-
tion transfer task for evaluation i.e., real→cartoon

Real→ Cartoon Cartoon→ Real
FID↓ CPBD↑ FID↓ CSIM↑ CPBD↑

FOMM 30.369 0.0436 51.929 0.536 0.0626
LIA 30.442 0.0493 48.611 0.515 0.0727

DaGAN 29.779 0.0735 47.222 0.561 0.0985
Ours 28.531 0.0840 31.852 0.655 0.1230

Table 1. Quantitative comparison on cross-domain reenactment.

and cartoon→real. The former represents driving
a cartoon face with a real video, while the latter repre-
sents driving a real face with a cartoon video. As for
real→cartoon, 60 videos from VoxCeleb are used to
drive 300 cartoon images from the cartoon dataset. For a
fair comparison, all competing methods are fine-tuned on
the cartoon training set. As for cartoon→real, 55 car-
toon videos are employed to drive 275 images of different
identities from CelebA-HQ [14].
Qualitative Evaluation. The results of real→cartoon
are shown in the first two rows of Fig. 4. First, our method
achieves better image quality than other methods in terms
of sharpness and artifacts. Second, our method outperforms
others in motion transfer, especially facial expression. For
instance, in the first row, the eyes of the cartoon should be
closed according to the driving image. Only our method
mimics driving while the eyes of others stay open.

The results of cartoon→real are shown in the last
two rows of Fig. 4. We can observe a similar phenomenon
as the real→cartoon case in terms of image quality,
where our method works the best. FOMM and DaGAN
become underperformed when there is a large head pose
difference between the source and driving, as shown in the
third and fourth rows. LIA is better than them but still worse
than ours. For motion and identity preservation, our method
surpasses others.

The comparison with the cross-domain motion transfer
method MAA [28] is shown in Fig. 5. As the source code of
MAA is not released, its results are adapted from the orig-
inal paper. Our method has better, especially in the mouth,
eyes and image quality. For instance, in the third column,
MAA ignores the motion of the eyes, whereas our method
accurately mimics the driving image. In the last column,
our mouth shape is more consistent with the driving one.
Quantitative Evaluation. The quantitative results are re-
ported in Tab. 1. Our method achieves the best FID in the
two tasks, indicating that the synthetic results are most con-
sistent with the source distribution. Our method also per-
forms the best in sharpness and identity preservation, i.e.,
the highest CPBD and CSIM, which is consistent with the
observation in visual results. These results demonstrate that
our model can capture the appearance and motion properties
of different domains and the motion transfer in the canoni-
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(a) Source (b) Driving (d) LIA (c) FOMM (g) Ours(e) DaGAN

Figure 6. Qualitative comparisons on within-domain reenactment.
Our method achieves better image quality than other methods in
terms of sharpness, distortion and artifacts.

L1↓ LPIPS↓ CPBD↑ AKD↓ AED↓
FOMM 0.0466 0.139 0.0308 1.388 0.142
LIA 0.0461 0.123 0.0372 1.512 0.153
DaGAN 0.0442 0.122 0.0415 1.300 0.129
Ours 0.0457 0.121 0.0429 1.335 0.139

Table 2. Same-identity reconstruction in real domain

FID↓ CSIM↑ CPBD ↑
FOMM 54.411 0.541 0.0689
LIA 53.161 0.522 0.0787
DaGAN 49.920 0.548 0.1069
Ours 48.713 0.526 0.1132

Table 3. Cross-identity reenactment in real domain

FOMM LIA DAGAN Ours
FID↓ 40.853 34.066 36.218 27.467
CPBD↑ 0.0368 0.0523 0.0598 0.0846

Table 4. Cross-identity reenactment in cartoon domain.

cal motion space works well.
User Study. To further evaluate the visual quality, we con-
duct a user study by asking 20 human raters to answer 20
multiple-choice questions. In each question, a rater chooses
the best from 4 synthetic cartoon videos generated by the
three competing methods and ours. Our method is the most
favorable with a selection rate of 72.75%. While the rates
are 13.75%, 9%, and 4.5% for LIA, DaGAN, and FOMM.

4.3. Within-Domain Face Reenactment

Besides the cross-domain evaluation, we also compare
our method with competing methods in the scenario of

(d) Start (e) Driving(a) Source (b) w/o analogy (c) Ours

Figure 7. Qualitative ablation study on the analogy constraint. We
observe that the image quality and motion consistency is much
better by using analogy constraint.

within-domain reenactment though our method is designed
for the cross-domain case. For the same-identity evaluation,
we use 200 test videos from VoxCeleb. For cross-identity
evaluation, we use the 200 videos to drive 1, 000 images
from CelebA-HQ. Each video drives five images. The ob-
tained 1, 000 videos are used to compute the metrics. Note
that we use the released pre-trained models of competing
methods here.

The quantitative results are shown in Tab. 2 and Tab. 3.
For same-identity evaluation, our method is overall compa-
rable with DaGAN and better than LIA and FOMM. For
cross-identity evaluation, our method achieves the best FID
and CPBD. Our CSIM is comparable with others.

Since the visual difference among different methods in
same-identity reenactment is marginal, we only present a
visual comparison of cross-identity reenactment in Fig. 6. It
can be observed that our results have the best image quality,
presenting more details in the face area, e.g., eyes and teeth.
Besides, our method is comparable with LIA in preserving
face shape and sometimes even better (see the last row in
Fig. 6).

In addition, we also perform a cross-identity face reen-
actment in the cartoon domain. We use 55 cartoon videos to
drive 275 cartoon images. Results are shown in Tab. 4. Our
method outperforms others in both FID and CPBD.

4.4. Ablation Study

To evaluate the training scheme, we perform an ablation
study by dropping the analogy constraint. The quantita-
tive results are shown in Tab. 5. ‘w/o analogy’ repre-
sents dropping the analogy constraint, i.e., finetuning the
obtained model from the first stage with the cartoon dataset
using only LR

rec and LC
rec in Eq.12. It can be observed

that dropping the analogy constraint causes overall perfor-
mance degradation, especially for the cartoon→real
task. The qualitative evaluation is shown in Fig. 7. In the
second row, the result without analogy constraints cannot
accurately mimic the motion of the driving image. The eyes
of the cartoon should be closed, but it is opened when drop-
ping constraints. The dropping operation has a side effect

7697



Real →Cartoon Cartoon → Real
FID↓ CPBD↑ FID↓ CPBD↑

our full model 28.531 0.0840 31.852 0.123
w/o analogy 29.230 0.0746 43.353 0.107

Table 5. Ablation study on the analogy constraint.

0 20 40 100
Real→ Cartoon 26.885 28.531 32.094 41.936
Cartoon→ Real 33.463 31.852 30.176 28.166

Table 6. Ablation study on hyper-parameter λm.

Full mlp w/o back w/o sft
Real→ Cartoon 28.531 116.740 28.904 31.291
Cartoon→ Real 31.852 31.885 35.265 41.077

Table 7. Ablation study on model architecture.

on the motion consistency, which indicates that the analogy
constraint contributes.

To further analyze the influence of analogy constraint,
we perform an ablation on the trade-off hyperparamter λm.
As is shown in Tab. 6, it can be observed that λm trades
off the performance of the two cross-domain tasks, i.e.,
Cartoon→Real and Real→Cartoon. We empirically
choose λm = 20 in practical.

We conduct ablation studies to demonstrate the effec-
tiveness of several modules in the architecture, i.e., the
query transformer, the backward transformer, and the spa-
tial feature transformation. The ablation results are shown
in Tab. 7. The metric is FID. “mlp” indicates that we replace
the query transformer with multi-layer perception (MLP).
“w/o back” denotes that we drop the backward transformer.
And “w/o sft” drops the spatial feature transformation mod-
ule. In Tab. 7, we can observe that query transformer brings
significant improvement in the Real→Cartoon case. It
verifies that the proposed query transformer can project the
latent descriptor from different domains into a canonical
motion space. Additionally, removing the backward trans-
former and sft will damage the quality of generated images.

We also conduct a visualization experiment to verify the
proposed canonical space. Since no paired data is available,
we select three real images with different poses and expres-
sions as templates to drive real and cartoon images, gener-
ating 450 real image pairs and 150 cartoon pairs. Each pair
contains faces before and after driving. We compute their
relative motions in the common motion space. In Fig. 8,
0, 1, and 2 represent real pairs, while 3, 4, and 5 represent
cartoon pairs. <0,3>, <1,4>, and <2,5> are driven by the
same template, respectively. This shows that the motions of
the two domains are aligned.

Figure 8. Visualizing the canonical motion space. We visualize
the t-SNE plot of motion codes in canonical space. <0, 1, 2> and
<3, 4, 5> are from the relative motions of real domain and cartoon
domain, respectively. And <0,3>, <1,4>, and <2,5> are driven
by the same template, respectively.

(a) Source (b) FOMM (c) LIA (d) DaGAN (e) Ours (f) Start (g) Driving

Figure 9. Failure cases. We observed that it is challenging to han-
dle extreme poses.

5. Conclusion

We propose a novel transformer-based framework for
cross-domain face reenactment. To settle the domain shift
issue, we propose to align the motions of different domains
in a canonical motion space. A set of domain-specific
and domain-shared components are designed for motion
alignment. Motion transfer can be implemented by adding
motion codes in the shared motion space. Since there is no
paired data for training, we propose a cross-domain training
scheme with the analogy constraint using the two domain
datasets. To alleviate the influence of imbalanced data, we
use a two-stage learning strategy. Extensive experiments
are conducted to demonstrate the superiority of our method
over competing methods in cross-domain reenactment.

Limitations. Like other SOTA models, our model cannot
handle extreme poses well. As is shown in Fig 9, our
method suffers from artifacts and deformations when the
driving image is an extreme pose. This may be due to the
fact that extreme poses rarely appear in the dataset.
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