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Figure 1: Globally consistent and dense aligments with ASIC. Given a small set (∼10-30) of images of an object or object category
captured in-the-wild, our framework computes a dense and consistent mapping between all the images in a self-supervised manner. First
row: Unaligned sets of images from the SAMURAI (Keywest) and SPair-71k (Cow) datasets. Second row: Dense correspondence maps
produced by our method. Third row: Image in the first column warped to the images in columns 2-5.

Abstract

We present a method for joint alignment of sparse in-the-
wild image collections of an object category. Most prior
works assume either ground-truth keypoint annotations or
a large dataset of images of a single object category. How-
ever, neither of the above assumptions hold true for the long-
tail of the objects present in the world. We present a self-
supervised technique that directly optimizes on a sparse col-
lection of images of a particular object/object category to
obtain consistent dense correspondences across the collec-
tion. We use pairwise nearest neighbors obtained from deep
features of a pre-trained vision transformer (ViT) model as
noisy and sparse keypoint matches and make them dense
and accurate matches by optimizing a neural network that
jointly maps the image collection into a learned canonical
grid. Experiments on CUB, SPair-71k and PF-Willow bench-
marks demonstrate that our method can produce globally
consistent and higher quality correspondences across the
image collection when compared to existing self-supervised
methods. Code and other material will be made available at
https://kampta.github.io/asic.

1. Introduction

Given an image of a car, we as humans, can easily map
corresponding pixels between this car and an arbitrary collec-
tion of car images. Our visual system is able to achieve this
(rather impressive) feat using a multitude of cues - low level
photometric consistency, high level visual grouping and our
priors on cars as an object category (shape, pose, materials,
illumination etc.). The above is also true for an image of a
“never-before-seen” object (as opposed to a common object
category such as cars) where humans demonstrate surpris-
ingly robust generalization despite lacking an object or cate-
gory specific priors [7]. These correspondences in turn in-
form downstream inferences about the object such as shape,
affordances, and more. In this work, we tackle this problem
of “low-shot dense correspondence” – i.e. given only a small
in-the-wild image collection (∼10–30 images) of an object
or object category, we recover dense and consistent corre-
spondences across the entire collection.

Prior works addressing this problem of dense alignment
in “in-the-wild” image collections assume availability of an-
notated keypoint matches and image pairs [13, 55], a mesh
of the object [42, 86], or a very large collection of images
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of the object [58, 61]. These assumptions often do not hold
for the long-tail of objects that exist in real world imagery.
This long-tail is unavoidable; no matter how many new im-
ages we annotate, we will keep uncovering new and rare cat-
egories of objects. In our work, we show that it is possible
to achieve dense correspondence of small in-the-wild image
collections without any manual annotations by leveraging
the power of large self-supervised vision models. Aligning
these image sets can be useful for a wide range of applica-
tions such as edit propagation for images and videos, as well
as downstream problems such as pose and shape estimation.

In the presence of a limited number of samples and a high-
dimensional search space, dense correspondence and joint
alignment of an image set is a challenging optimization prob-
lem. We draw inspiration from classical image alignment
methods [44, 74] where images are warped (or congealed) to
a consistent canonical pose before classification using sim-
ple transformations, as well as recent works on per-image-
set optimization [39, 53, 80], where the inductive model bi-
ases coupled with additional regularization allows for learn-
ing a good solution with self-supervision. Our framework,
dubbed ASIC, consists of a small image-to-image network
which predicts a dense per-pixel mapping from the image
to a two-dimensional canonical grid. This canonical grid
is parameterized as a multi-channel learned embedding and
stores an RGB color along with an alpha value indicating
whether the location represents the object or the background.
We devise a novel contrastive loss function to ensure that se-
mantic keypoints from different images map to a consistent
location in canonical space.

The key contribution of our work is to exploit noisy and
sparse pseudo-correspondences between a pair of images
and extend them to learn consistent dense correspondences
across the image collection. These pseudo-correspondences
can be obtained using any of the large self-supervised learn-
ing (SSL) models [10–12, 22, 24, 57, 62] which learn with-
out explicit labels on large internet-scale data. In order to
make them accurate, we enforce pair-wise consistency across
the image collection with an alignment network and a self-
supervised keypoint consistency loss. Further, we introduce
additional regularization via equivariance and reconstruction
terms to get dense correspondences across collection.

Fig. 1 demonstrates the dense and consistent mapping
learned by our model for two image sets. We also evalu-
ate our method on 18 image categories in SPair-71k [56]
dataset, 4 categories in PF-Willow [23], 3 fine-grained cate-
gories in the CUB [81], as well as 5 collections in SAMU-
RAI [9] datasets and show that ASIC is competitive against
unsupervised keypoint correspondence approaches, and of-
ten outperforms them. An additional advantage of learning
a joint canonical mapping is that our method suffers signifi-
cantly less drift when propagating keypoints on a sequence
of images (instead of just a single image pair). In order to

evaluate the keypoint consistency over a sequence of k im-
ages, we propose a new metric k-CyPCK (or k-cycle PCK)
in Sec. 4.4 and show that our method outperforms existing
methods by over 20% at both the low and high precision set-
tings. In summary, our contributions are as follows:

• We introduce a test-time optimization technique to recover
consistent dense correspondence maps over a small col-
lection of in-the-wild images.

• We design a novel loss function and several regularization
terms to encourage mapping to be consistent across multi-
ple images in a given collection.

• We perform extensive quantitative and qualitative eval-
uations on 4 different datasets (spanning 30 object cate-
gories) to show that our method is competitive with the
unsupervised methods, often outperforming them.

• We propose a novel metric k-CyPCK to evaluate consis-
tency of keypoint propagation over a sequence of images,
which is not captured by traditional metrics such as PCK.

2. Related Work
Correspondence between image pairs. Keypoint match-
ing or correspondence between images is one of the oldest
tasks in computer vision. Some very early works focused on
finding dense optical flow [6, 8, 26] between pairs of consec-
utive images in videos via a variational framework to opti-
mize flow based on pixel intensities. Sparse keypoint match-
ing, e.g., using SIFT descriptors [51, 84], also gained im-
portance due to applications in tracking [52, 78] and struc-
ture from motion (SfM) [2, 19, 70]. SIFT Flow [49] pro-
posed the idea of using SIFT descriptors for dense align-
ment between image pairs. Initial deep learning based corre-
spondence works [15, 17, 40] replaced SIFT with deep fea-
tures. With the availability of labeled datasets, a number of
works have performed end-to-end matching with deep net-
works [29, 36, 46–48, 50, 54, 55, 65, 68, 73, 88]. However,
a shortcoming of these aforementioned works is that they
usually require large labeled datasets, and often fail to gener-
alize on unseen objects or scenes.

Joint alignment of image sets. The concept of a canonical
image has long been used for the task of object detection via
template matching [20, 32]. Learned-Miller et al. [28, 44]
formalized the task of jointly aligning a set of images (i.e.,
congealing them) by continuously warping each image (e.g.
via affine transformations) to minimize the entropy distri-
bution of the image set. [27] use deep features from multi-
ple resolutions in place of hand-crafted features. GANgeal-
ing [61] extended this idea by constraining the canonical im-
age to be the output of a pre-trained StyleGAN [21, 38]. In
a similar vein, CoordGAN [58] trains a structure-texture dis-
entangled GAN with a canonical coordinate frame as input.
Both of these works attempt to solve a similar tasks as ours,
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but are limited by data-hungry GAN training. Some works
exploits 3D shape as a means for consistent dense correspon-
dences across image collections [37, 42, 43, 83] but require
access to additional signals such as category specific 3D tem-
plates, segmentation masks or keypoint correspondences. In
contrast, our work attempts to learn dense correspondences
in a low-shot setting where GAN training is infeasible and in
the absence of additional training signals. As mentioned be-
fore, we do so primarily by leveraging large pre-trained SSL
models as our source of semantic priors on general imagery.

Self-supervised correspondence discovery. To overcome
the lack of large datasets with ground-truth correspondence,
recent work seeks to combine the idea of distilling deep
features from a network trained with self-supervision on
large-scale image datasets. Some of these works opti-
mize for proxy losses computed with known transforma-
tions [5, 34, 41, 59, 64, 71, 75, 76, 79]. Like these methods,
we also train our network to be equivariant to synthetic ge-
ometric transformations. However, a key difference is that
we also train with pseudo-correspondences ‘across’ real im-
ages, which allows the method to generalize better and build
a consistent mapping across the given image collection.

Deep Matching Prior [25] and Neural Best Buddies [1]
optimize for only a single pair of images to match deep fea-
tures of one image to another. More recently PSCNet [35]
and Neural Congealing [60] train large networks for simulta-
neously matching deep features for image pairs by learning
a flow from image to image, and image to canonical space
respectively. However, these methods have limited flexibil-
ity in the deformation space and do not generalize well to
out of plane rotations present in datasets such as SPair-71k.
We allow our model to map different image regions arbitrar-
ily to different parts of the canonical space. In Tab. 1, we
show that this allows us to generate more accurate correspon-
dences and generalize to more object categories.

3. ASIC Framework

Given a collection of images of an object or an object cat-
egory, our goal is to assign corresponding pixels in all the
images to a unique location in a canonical space. By doing
so, we can use this learned canonical space as an intermedi-
ary when mapping pixels from one image to any another im-
age in the collection while guaranteeing global consistency.
The absence of ground truth annotations, small size of the
datasets we consider (∼10 - 30 images) and the presence of
occlusions and variations in shape, texture, viewpoint, and
background lighting all serve to make this task highly chal-
lenging. We introduce a simple yet robust framework with
a novel self-supervised contrastive loss function over im-
age pairs, as well as auxiliary regularization losses on this
learned canonical space to find consistent dense correspon-
dences across the collection.

3.1. Obtaining Pseudo-correspondences

Prior and concurrent works have shown that deep features
extracted from large pre-trained networks contain useful
local semantic information [10, 14, 31, 85]. In this work,
we use DINO [10] to extract these local semantic features.
Note that these features are only extracted for obtaining
pseudo-correspondences only once and are not used during
the training. Given a pair of images Ia and Ib, we obtain
feature maps Fa and Fb using DINO. Here Fa = {f a

i } and
Fb = {f b

i } represents the sets of feature vectors f ∈ Rd for
all spatial locations pi = (x, y) ∈ R2. In practice, we obtain
these feature maps at a coarser resolution, but for brevity,
we do not introduce new notations for low-resolution feature
maps. We define our pseudo keypoint correspondences,
between the two images Ia and Ib as all pairs of locations of
feature vectors that are mutual nearest neighbors, i.e.,

{(pa
i,p

b
j) |

(
NN(f a

i ,F
b) = f b

j

)
∧
(
NN(f b

j ,F
a) = f a

i

)
}

where NN(f a
i ,F

b) corresponds to the nearest neighbor of the
normalized feature vector f a

i in the set of feature vectors Fb.
The mutual nearest neighbors are usually noisy and sparse,
and they serve as pseudo-correspondences for training our
alignment network which we discuss next. Rather than using
VGG-19 [72] features as proposed in [1], we use DINO
features [4, 10]. In general, we observe that better or more
discriminative features lead to a better performance in our
downstream task as also shown in Section 4.3.

3.2. Architecture

Fig. 2 gives the high-level overview of the framework.
Formally, we are given an image collection consisting of N
images {Ik}Nk=1. We want to train an alignment network
Φalign that takes a single image as input at a time and outputs
C = Φalign(I), the canonical space coordinate map, of the
image. The canonical space coordinate map C has the same
spatial dimensions as the input H ×W and contains (u, v)
coordinates in the shared canonical grid for that location. We
parameterize this alignment network Φalign : RH×W×3 →
RH×W×2 with a fully convolutional U-Net [66] trained from
scratch for the collection. Each pixel location p = (x, y) of
this map consists of a 2-dimensional c = (u, v) coordinate.

These coordinates corresponds to a location in a learned
canonical grid G ∈ RH′×W ′×4. The canonical grid G is
also two-dimensional but can have arbitrary height and width
H ′ ×W ′, and is shared by all the images in the collection.
Each location in canonical grid G stores an (r, g, b, α) value
which corresponds to colors (r, g, b) and a probability α that
this location corresponds to a foreground pixel in the image.
The original image, and a foreground visibility mask can
now be reconstructed using this shared canonical grid G,
canonical space mapping C, and a differentiable warp opera-
tor commonly used in spatial transformer networks [33]. For
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Figure 2: ASIC Architecure. The alignment network Φalign predicts canonical space coordinates for all pixels for all input images. Images can be
reconstructed using a differentiable warp from the canonical space. In order to align semantically similar pixels from different images to the same location in
the canonical space, we propose two primary loss functions LKP and LRecon. Please refer to the Sec. 3.2 for more details.

the mapping to be meaningful, we want semantically simi-
lar points from different images to map to the same location
in the canonical space. In the next section, we describe the
training loss we devised to this end.

3.3. Training Objectives

Sparse pseudo-correspondence consistency. The central
goal of our framework is to ensure that semantically simi-
lar points in the images are aligned in the canonical space.
Recall from the Sec. 3.1, that we pre-compute the pseudo-
correspondences between all pairs of images using mutual
nearest neighbors in the SSL feature space. Since SSL mod-
els are not trained for the task of correspondence, the pseudo-
correspondences are noisy and sparse. Our first loss term is
targeted at improving the accuracy of the correspondences
by jointly aligning them for all pairwise combinations of
images in our collection. Formally, given an image pair
(Ia, Ib), we denote all the K pseudo-correspondences in the
pair by {pa

i,p
b
i}Ki=1. We apply the alignment network Φalign

to Ia and Ib independently to obtain the canonical space
coordinates for each pixel in the pair, which we denote by
{ca

i, c
b
i}Ki=1. We want to map each keypoint location in Ia

as close as possible to its counterpart in Ib, while pushing it
away from the mapping of other keypoints in Ib. To achieve
this, we define our first loss function LKP as

LKP = −
K∑
i=1

log
exp(− ‖ ca

i − cb
i ‖2 /τ)∑K

j=1 exp(− ‖ ca
i − cb

j ‖2/τ)
(1)

where τ is a hyperparameter Very small values of τ might
lead the network to place too much emphasis on mismatched
keypoints, and thus lead to training instability. Very high
values, on the other hand, might not yield a end up not pro-
viding meaningful loss to train the alignment network. We
use a fixed value of τ = 1.0 in all our experiments. LKP

plays the key role in improving the accuracy of pseudo-
correspondences jointly for all images in our collection.
However, the number of pseudo-correspondences is still very
small (typically 100-300 for an image pair) as compared to
the number of pixel locations. Hence, this loss is sparse and
we need to add extra regularization terms in order to learn
dense alignment, that we will discuss next.

Geometric transformation equivariance. The loss LKP is
a sparse constraint on the canonical space, i.e. it is computed
only at a few image locations and not densely. Furthermore
- depending on the quality of the SSL features - the accu-
racy of keypoint matches, and hence the loss, can vary sig-
nificantly. In order to make our learned mapping dense, we
introduce a geometric equivariance regularization term in
our loss function. We apply a random synthetic geometric
transformation T to a given image I. Since the output of
the alignment network Φalign learns the canonical space co-
ordinates for each location of input image, we can apply the
same geometric transformation T to Φalign(I), and enforce
an equivariance loss as follows

LEqui =‖ T (Φalign(I))−Φalign(T (I)) ‖ (2)

where T is the geometric transformation. We choose thin
plate spline (TPS) transformations [18] in our work, com-
monly used for image warps. LKP and LEqui serve as the two
primary loss functions for the image set alignment problem,
serving the purpose of making the pseudo-correspondences
accurate and dense respectively. To further aid the training,
we also propose the following auxiliary regularizations.

Total variation regularization. In order to encourage
smooth mappings from from each image to the canonical
space, we add a total variation (TV) regularization to the
computed mapping C. We found TV loss to be crucial to
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mitigate degenerate solutions (see Sec. 4.5):

LTV = LHuber(∆x(C− I)) + LHuber(∆y(C− I)) (3)

where I is the identity mapping (i.e. each pixel (x, y) in the
image gets mapped to (x, y) in the canonical space), ∆x and
∆y denote the partial derivatives under finite differences w.r.t.
x and y dimensions, and LHuber denotes the Huber loss [30].

Reconstruction loss. All the loss terms so far are computed
on the canonical coordinates given by Φalign and does not
use the canonical grid G. Recall that G is of the size H ′ ×
W ′× 4, and allows us to reconstruct each image as well as a
foreground visibility mask via a differentiable warp operator
(W) [33] such that IRecon,MRecon =W(G,C). This allows
us to compute a per image reconstruction loss using the
original and reconstructed images. However a simple L1 or
L2 loss will not suffice since G is shared for all the images
in the collection and these images may come from wildly
different backgrounds and lighting conditions. Furthermore,
the two images might contain two different instances of the
same object class, and may have different textures, shapes,
and viewpoints. We instead minimize the perceptual (LPIPS)
loss [87] which measures a perceptual patch level similarity
between images. For the reconstructed mask, we compute
pixel-wise binary cross entropy (BCE) loss using the image
foregrounds obtained with co-segmentation [4].

IRecon,MRecon =W(G,C)

LRecon = LPIPS(I, IRecon) + BCE(M,MRecon) (4)

Consistent part alignment. For our final auxiliary loss, we
obtain part co-segmentation maps from the images [4, 14]
by clustering deep ViT features into S semantic parts, then
running GrabCut [67] to smoothen the part boundaries. Our
hypothesis is that semantically similar parts in the images
should get mapped to similar location in G, Formally, for
each image I ∈ RH×W×3, we obtain semantic part masks
as a binary matrix, P ∈ RH×W×S . Since we want a part
across the image set to map to a compact location in the
canonical space, we minimize the variance of the canonical
space coordinates for all pixels belonging to a part:

LParts =

S∑
s=1

1

Ns

∑
i

‖ csi − E(cs) ‖2 (5)

where Ns is the number of pixels belonging to the part, csi
is the canonical coordinates of ith pixel location belonging
to the sth part, and E(csi ) is the centroid of the sth part. We
fix the number of parts to 8 in all our experiments. Alter-
nately, the number of parts can be computed using the elbow
method [77] at the expense of additional compute.

4. Experiments
We evaluate our method on several real-world in-the-wild

image collections of both rigid and non-rigid object cate-

gories. For all datasets, we use a fixed set of hyperparame-
ters (provided in the appendix) unless specified otherwise.

Datasets. SPair-71k [56] consists of 1,800 images from 18
categories. We optimize over image collections derived from
the SPair-71k test set for each category independently and re-
port results on each individual category, as well as aggregate
results over all 18 categories. In case of PF-Willow [23],
we consider all 4 categories of the dataset containing ∼30
images. CUB-200 [81] datasets consists of over 200 fine-
grained categories. We optimized our model on the test sets
of first 3 categories of the dataset, consisting of 15-20 im-
ages each. We also show qualitative results on 4 objects from
SAMURAI dataset [9].

4.1. Canonical Space Alignment

One simple way to visualize the alignment of an image
set when mapped to the canonical space G is to define a col-
ormap over the canonical grid and color the image pixels
according to their mapped location in the canonical grid. In
Fig. 3, the first row for each collection contains sample input
images. The second row shows discrete parts obtained via
parts co-segmentation using [4]. While these parts are also
consistent across the image set, our canonical space map-
ping (third row) can be seen as a dense and continuous co-
segmentation. We show the results for six datasets: CUB-
200 birds; Dogs, Cats, and Train from SPair-71k; and Robot
and Shoe from SAMURAI. The colormap used for the canon-
ical space is provided in the supplement. We observe that
our method can find dense correspondences across highly
varying poses, backgrounds, and lighting. It also maps com-
mon parts of objects in a dataset to nearby regions of the
canonical space. This is evident in Fig. 3 where, for instance,
the faces of different cats are colored similarly.

4.2. Visualizing Dense Correspondences

We can also find dense correspondences between a pair
of images Ia and Ib using our framework. Recall that Φalign
outputs canonical space coordinates ca and cb for each pixel
location pa and pb. In order to warp the source image Ia to a
target image Ib, for every foreground pixel pa

i in Ia, we need
to find its nearest neighbor among the set of points in pb in
the canonical space: We perform this action for all the fore-
ground pixels in the source image, and splat according to
the nearest neighbor mapping to get our desired warped im-
age. Fig. 4 shows qualitative results for 10 different datasets.
The top row is the source image with foreground mask high-
lighted. The second row is the target image. We show results
for two other pairwise image optimization approaches, and
then our method in the last row. NBB [1] computes near-
est neighbors using VGG-19 and applies a Moving Least
Squares (MLS) optimization [69] to compute a dense flow
from source to target. While the flow computed via MLS
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Figure 3: Visualizing canonical space alignment. For each dataset, the top row shows sample images from the dataset (composed of 10-30
images each). The middle row shows part co-segmentations computed by DVD [4]. DVD computes a coarse, discrete set of parts across the
dataset. The bottom row shows the continuous canonical space mapping computed by our method. Our canonical space mapping is smooth
and consistent across the images for each dataset/collection.

is smooth, it usually does not respect semantic correspon-
dences, as evident in the figure. We extend their technique to
use DINO features as well. With DINO and the nearest neigh-
bor approach (DVD) [4], the semantic correspondences are
arguably better, but since this approach relies on the output
of a Vision Transformer (ViT), which has lower resolution
than the image, it produces a sparse flow. Our method pro-
duces both dense and consistent flow between an image pair.

4.3. Pairwise Correspondence

Metric. For evaluating accuracy of pairwise correspondence,
we use the PCK metric [82] (percentage of correct keypoints)
on the SPair, CUB, and PF-Willow datasets.

Baselines. We categorize prior works based on the super-
vision used: (1) Strong supervision methods utilize human-
annotated keypoints to learn pairwise image correspondence
and achieve the best performance (on average). We include

the numbers from a recent work [29] for reference pur-
poses. (2) GAN supervision methods like [61] use a category-
specific GAN pre-trained with large external datasets. While
this method works well, it is restricted to only the categories
for which large datasets are available and GAN training is
feasible. (3) Weak supervision methods use category-level
supervision (i.e. they assume that given pair/collection of
images are from same category). They often resort to fine-
tuning a large ImageNet [16] pre-trained network using a
self-supervised loss function (e.g. with synthetic transforma-
tions) and optionally use additional information such as fore-
ground masks or matching image pairs for training. Some
of these works follow a train/test setting, where the network
is fine-tuned on a separate set of training images. Note that
in our work, we train a much smaller network from scratch
instead of fine-tuning a large network. Some approaches (in-
cluding ours) directly perform test-time optimization with-
out additional training data or annotations.
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Figure 4: Dense warping from a source image (top row) to a target image (second row). We warp all foreground pixels (highlighted by a
red overlay in the source image). Our methods produce dense and semantically more meaningful warps from the source to the target.

Table 1: Evaluation on SPair-71k. Per-class and average PCK@0.10 on test split. Highest PCK among weakly supervised methods in bold,
second highest underlined. Scores marked with (?) means the paper uses a fixed image from the test set as canonical image. Our method is
competitive against other weak supervised approaches and often outperforms them.

Supervision Method Aero Bike Bird Boat Bottle Bus Car Cat Chair Cow Dog Horse Motor Person Plant Sheep Train TV All

Strong Supervision CATs [13] 52.0 34.7 72.2 34.3 49.9 57.5 43.6 66.5 24.4 63.2 56.5 52.0 42.6 41.7 43.0 33.6 72.6 58.0 49.9
PMNC [46] 54.1 35.9 74.9 36.5 42.1 48.8 40.0 72.6 21.1 67.6 58.1 50.5 40.1 54.1 43.3 35.7 74.5 59.9 50.4
SCorrSAN [29] 57.1 40.3 78.3 38.1 51.8 57.8 47.1 67.9 25.2 71.3 63.9 49.3 45.3 49.8 48.8 40.3 77.7 69.7 55.3

GAN supervision GANgealing [61] - 37.5 - - - - - 67.0 - - 23.1 - - - - - - 57.9 -

Weak supervision
(train/test)

CNNGeo [63] 23.4 16.7 40.2 14.3 36.4 27.7 26.0 32.7 12.7 27.4 22.8 13.7 20.9 21.0 17.5 10.2 30.8 34.1 20.6
A2Net [71] 22.6 18.5 42.0 16.4 37.9 30.8 26.5 35.6 13.3 29.6 24.3 16.0 21.6 22.8 20.5 13.5 31.4 36.5 22.3
WeakAlign [64] 22.2 17.6 41.9 15.1 38.1 27.4 27.2 31.8 12.8 26.8 22.6 14.2 20.0 22.2 17.9 10.4 32.2 35.1 20.9
NCNet [65] 17.9 12.2 32.1 11.7 29.0 19.9 16.1 39.2 9.9 23.9 18.8 15.7 17.4 15.9 14.8 9.6 24.2 31.1 20.1
SFNet [45] 26.9 17.2 45.5 14.7 38.0 22.2 16.4 55.3 13.5 33.4 27.5 17.7 20.8 21.1 16.6 15.6 32.2 35.9 26.3
PMD [48] 26.2 18.5 48.6 15.3 38.0 21.7 17.3 51.6 13.7 34.3 25.4 18.0 20.0 24.9 15.7 16.3 31.4 38.1 26.5
PSCNet-SE [35] 28.3 17.7 45.1 15.1 37.5 30.1 27.5 47.4 14.6 32.5 26.4 17.7 24.9 24.5 19.9 16.9 34.2 37.9 27.0

Weak supervision
(test-time

optimization)

VGG+MLS [1] 29.5 22.7 61.9 26.5 20.6 25.4 14.1 23.7 14.2 27.6 30.0 29.1 24.7 27.4 19.1 19.3 24.4 22.6 27.4
DINO+MLS [1, 10] 49.7 20.9 63.9 19.1 32.5 27.6 22.4 48.9 14.0 36.9 39.0 30.1 21.7 41.1 17.1 18.1 35.9 21.4 31.1
DINO+NN [4] 57.2 24.1 67.4 24.5 26.8 29.0 27.1 52.1 15.7 42.4 43.3 30.1 23.2 40.7 16.6 24.1 31.0 24.9 33.3
NeuCongeal [60] - 29.1? - - - - - 53.3 - - 35.2 - - - - - - - -
ASIC (Ours) 57.9 25.2 68.1 24.7 35.4 28.4 30.9 54.8 21.6 45.0 47.2 39.9 26.2 48.8 14.5 24.5 49.0 24.6 36.9

Table 2: CUB-200 and PF-Willow. PCK@0.10 with standard
deviations (only for our method) for three CUB categories and four
PF-Willow categories.

CUB-200 (3 categories) PF-Willow (4 categories)

Method PCK@0.1 PCK@0.05 PCK@0.1 PCK@0.05

PMD [48] - - 74.7 40.3
PSCNet-SE [35] - - 75.1 42.6
VGG+MLS [1] 25.8 18.3 63.2 41.2
DINO+MLS [1, 10] 67.0 52.0 66.5 45.0
DINO+NN [4] 68.3 52.8 60.1 40.1
ASIC (Ours) 75.9±1.5 57.9±1.2 76.3±0.8 53.0±1.1

NBB [1] optimizes a flow from one image to another
using mutual nearest neighbors as control points [69].
While [1] shows the results by computing nearest neighbors
from a VGG network, we further extend their work to utilize
a DINO network. [4] simply computes nearest neighbors in
DINO feature space. A concurrent work, Neural Congeal-
ing [60], is closest to our work, in that they also perform test-
time training using a canonical atlas. However, for objects
with large deformations (such as in SPair-71k), they need to
apply category specific accommodations (for instance, fix-
ing the atlas for bicycle category). Our canonical grid al-
lows for large deformations and is learned in all cases with

4140



a fixed set of hyperparameters. We obtain scores for other
models from their respective papers (whenever available) or
from [29]. Scores for [1, 4, 10] are computed using official
code. The official code of [60] did not converge on several
objects in our experiments, hence we report the quantitative
results from the paper.

Discussion. Tab. 1 shows PCK@0.1 for all SPair-71k [56]
categories. It is evident that having groundtruth keypoint
annotations during training is highly beneficial; approaches
that lack keypoints during training lag behind. We also ob-
serve that for categories with rigid objects (or less extreme
deformations) such as ‘Bottle’ or ‘Bus’, weakly supervised
approaches attain a similar performance as ours. However,
in the objects with extreme variations such as animals/birds,
our method outperforms other baselines. In our experiments,
we observed that per-category hyperparameters can increase
PCK performance further by ∼ 2%. This strategy is similar
to Neural Congealing [60] where specific accommodations
are made per category (e.g. tailored training regime for bi-
cycle). However we report our numbers with a fixed set of
hyperparameters for consistency.

Tab. 2 shows average results for the first 3 categories of
the CUB dataset, and 4 categories of the PF-Willow dataset.
Note that PF-Willow is an easier dataset compared to SPair-
71k since it consists of rigid objects with little variation.
Our method has performance similar to PSCNet-SE [35]
when we compute PCK using threshold αbbox = 0.1 (which
corresponds to a ∼20-pixels margin of error). However at
higher precision (αbbox = 0.05), our method provides much
larger gains compared to the baselines.

Choice of SSL for pseudo-correspondences. In our exper-
iments, we obtain initial set of pseudo-correspondences by
finding mutual nearest neighbors from frozen DINO (ViT-
S/8) network. Note that DINO is not trained or fine-tuned
in our experiments. Our alignment network Φalign, which
is much smaller than DINO, is trained from scratch. This
is also in contrast with other weakly supervised techniques
such as PMD which uses ResNet-101 / VGG-16 (> 40M
params). We observe that performance of our framework can
be improved further by using better pseudo-correspondences.
We add the comparison using DINO (ViT-S/8) and DINO-
v2 (ViT-B/14) on CUB and PF-Pillow in Table 3. DINOv2
is able to improves the correspondence results of both DVD
and ASIC in 4 PF-Willow categories, however, the differ-
ence is negligible in CUB.

4.4. Image Set Correspondence

Our goal in this work is to recover dense and consistent
correspondences. A shortcoming of the PCK metric is that
it is only computed between image pairs. However, the er-
rors in keypoint prediction tend to accumulate when trans-
ferring keypoints over a sequence of images. To address this

Table 3: DINO and DINOv2 for pseudo-correspondences. Per-
formance of our framework can be further improved by using
stronger SSL networks for computing pseudo-correspondences.

NN method CUB-200 PF-Willow
(3 categories) (4 categories)

DVD [3] DINO 68.3 54.0
ASIC (ours) DINO 75.4 76.3

DVD [3] DINOv2 67.9 61.8
ASIC (ours) DINOv2 75.4 78.4

limitation, we propose a new metric to measure consistency
across multiple images, called k-CyPCK. Given a set of
k images {I1, I2, . . . , Ik} and an annotated keypoint in the
first image p1 visible in each of the k images, we propagate
p from I1 → I2, I2 → I3, . . . , Ik−1 → Ik, Ik → I1 and
get the corresponding predictions p1→2,p1→2→3, . . . and
so on. As before, p1→···→j is considered to be predicted cor-
rectly if it is within a threshold αbbox ·max (Hbbox,Wbbox) of
the ground truth keypoints p̂1→···→j . We sum up all the cor-
rect predictions and plot scores at different values of αbbox
in Fig. 5. We choose k = 4 for all experiments (with addi-
tional results for other values of k provided in the supple-
ment). In order to make the metric invariant to the order of
images, we choose all possible permutations of k-length se-
quences in the given image set. Note that this number can
become quite large if the image set is large. We recommend
using a smaller random subsample in such cases.

Fig. 5 and Tab. 4 show that our method significantly
outperforms the DINO+NN baseline for both small and large
values of αbbox across all datasets (complete results in the
supplemental material). We attribute this result to having a
consistent canonical space across the image collection that
prevents errors in keypoint transfer from accumulating to
large values.

Table 4: Consistent Correspondence Results measured using
k-CyPCK for different values of (k, αbbox). Our method produces
correspondences which are far from consistent than other works,
especially for large values of k.

Dataset Method (2,0.1) (3,0.1) (4,0.1) (2,0.01) (3,0.01) (4,0.01)

Bicyle DVD++ [4] 65.3 47.1 38.3 14.6 5.6 2.0
ASIC (Ours) 92.8 88.9 92.0 59.3 43.3 40.9

Cat DVD++ [4] 76.3 70.7 70.1 18.4 9.1 8.4
ASIC (Ours) 84.7 84.3 84.2 54.2 42.7 33.9

Dog DVD++ [4] 79.2 65.0 66.7 16.8 7.2 8.4
ASIC (Ours) 91.5 90.0 87.9 47.3 31.5 27.4

TV DVD++ [4] 52.7 31.6 23.4 8.8 4.8 2.2
ASIC (Ours) 83.9 73.2 71.9 30.6 15.1 12.1

CUB1 DVD++ [4] 84.3 70.7 63.9 21.8 8.7 7.2
ASIC (Ours) 94.1 94.4 94.1 58.3 51.5 48.8

CUB2 DVD++ [4] 79.1 67.4 62.4 13.9 8.3 5.6
ASIC (Ours) 94.6 94.0 94.8 57.6 53.0 44.9

CUB3 DVD++ [4] 80.8 68.6 63.9 17.4 9.4 5.6
ASIC (Ours) 94.8 94.8 92.9 62.9 56.2 49.7

4.5. Ablations

We perform an ablation study on our various proposed
losses proposed, summarized in Tab. 5. We report average
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Figure 5: Image Set Correspondence. k-CyPCK at varying αbbox (higher
is better). Our method outperforms DVD baseline at both large and small
values of αbbox.

PCK@0.10 results for first 3 categories of the CUB-200
dataset and all 4 categories of the PF-Willow dataset. As ex-
pected, the keypoint loss LKP plays the most important role
in our overall framework. We also found the total variation
regularization LTV to be crucial for network training conver-
gence. LEqui is necessary for learning dense correspondence.
Finally, LRecon and LParts provide comparatively small im-
provements.

Table 5: Ablation Study. Average PCK@0.10 (for 3 and 4 cate-
gories respectively) in CUB and PF-Willow datasets.

Ablation CUB-200 PF-Willow
(3 categories) (4 categories)

Complete objective 75.9 76.3
No LKP 22.8 36.2
No LTV 43.9 40.4
No LEqui 64.8 65.6
No LRecon 73.3 74.2
No LParts 73.6 73.5

Source Image Target Image Warped Source

Very large
out-of-plane 

rotations

Left-right
ambiguity

Figure 6: Limitations. Top row shows that our model can map left part of
object in source to right part of object in target when object is symmetric.
Bottom row shows that our model fails for very large out-of-plane rotations.

4.6. Limitations

Left-right ambiguity: One shortcoming of our approach
is that it cannot differentiate well between left and right

parts well for symmetric objects. We attribute this problem
to the SSL models being invariant to left-right flips during
their training. The top row of Fig. 6 shows that our model
matches the left part of the cow torso in the source image to
the right part of the torso in the target image (note left part
of cow is not visible in the target image). Some heuristics
used in prior works, such as flipping the source and target
images and picking a combination that provides minimum
total variation loss, could be used in our work as well. For
brevity, we provide results without this heuristic.

Large shape changes: Our model doesn’t handle large
viewpoint changes well, especially when there are few in-
termediate viewpoints. In the bottom row of Fig. 6, we see
that model is unable to warp the source cow image to target
image even for the co-visible portions.

5. Conclusions

We propose ASIC, a method to address the challenging
task of dense correspondences across images of an object
or object category captured in-the-wild. ASIC utilizes noisy
and sparse pseudo-correspondences in pre-trained ViT fea-
ture space to build an accurate and dense consistent mapping
from image to a canonical space. Extensive qualitative and
quantitative experiments show that ASIC works in low-shot
settings and can deal with extreme variations in pose, back-
ground, occlusion, and object deformations. We also pro-
pose a new metric k-CyPCK to evaluate the consistency of
keypoint predictions over a set of images beyond pair-wise
consistency. ASIC can obtain consistent dense mappings
competitive with supervised counterparts with just a few im-
ages. In future work, we will explore applications of ASIC
in other few-shot downstream tasks such as reconstruction,
pose estimation and tracking.
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