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“Give him a cowboy hat” “Give him a mustache” “Make him bald”

“Turn him into a clown” “As a bronze bust” “Turn him into Albert Einstein”

“Turn his face into a skull” “Turn him into a Modigliani painting” “Turn him into Batman”
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Figure 1: Editing 3D scenes with Instructions. We propose Instruct-NeRF2NeRF, a method for consistent 3D editing of a NeRF scene

using text-based instructions. Our method can accomplish a diverse collection of local and global scene edits.

Abstract

We propose a method for editing NeRF scenes with text-
instructions. Given a NeRF of a scene and the collection
of images used to reconstruct it, our method uses an image-
conditioned diffusion model (InstructPix2Pix) to iteratively
edit the input images while optimizing the underlying scene,
resulting in an optimized 3D scene that respects the edit in-
struction. We demonstrate that our proposed method is able
to edit large-scale, real-world scenes, and is able to accom-
plish more realistic, targeted edits than prior work. Result
videos can be found on the project website: https://instruct-
nerf2nerf.github.io.

1. Introduction
With the emergence of efficient neural 3D reconstruc-

tion techniques, capturing a realistic digital representation

of a real-world 3D scene has never been easier. The pro-

cess is simple: capture a collection of images of a scene

from varying viewpoints, reconstruct their camera param-

eters, and use the posed images to optimize a Neural Ra-

diance Field [26]. Due to its ease of use, we expect cap-

tured 3D content to gradually replace the traditional pro-

cesses of manually-generated assets. Unfortunately, while

the pipelines for turning a real scene into a 3D representa-

tion are relatively mature and accessible, many of the other

necessary tools for the creation of 3D assets (e.g., those

needed for editing 3D scenes) remain underdeveloped.

Traditional processes for editing 3D models involve spe-

cialized tools and years of training in order to manually

sculpt, extrude, and re-texture a given object. This pro-

cess is made even more involved with the advent of neural

representations, which often do not have explicit surfaces.

This further motivates the need for 3D editing approaches

designed for the modern era of 3D representations, particu-

larly approaches that are similarly as accessible as the cap-

ture techniques themselves.

To this end, we propose Instruct-NeRF2NeRF, a method

for editing 3D NeRF scenes that requires as input only a
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Figure 2: Overview: Our method gradually updates a reconstructed NeRF scene by iteratively updating the dataset images while training

the NeRF: (1) an image is rendered from the scene at a training viewpoint, (2) it is edited by InstructPix2Pix given a global text instruction,

(3) the training dataset image is replaced with the edited image, and (4) the NeRF continues training as usual.

text instruction. Our approach operates on a pre-captured

3D scene and ensures that the resulting edits are reflected

in a 3D-consistent manner. For example, given a 3D scene

capture of a person shown in Figure 1 (left), we can enable

a wide variety of edits using flexible and expressive textual

instructions such as “Give him a cowboy hat” or “Turn
him into Albert Einstein.” Our approach makes 3D scene

editing accessible and intuitive for everyday users.

Though there exist 3D generative models, the data-

sources required for training these models at scale are still

limited. Therefore, we instead choose to extract shape and

appearance priors from a 2D diffusion model. Specifically,

we employ a recent image-conditioned diffusion model,

InstructPix2Pix [2], which enables instruction-based 2D

image editing. Unfortunately, applying this model on

individual images rendered from a reconstructed NeRF

produces inconsistent edits across viewpoints. As a solution

to this, we devise a simple approach similar to recent 3D

generation solutions like DreamFusion [33]. Our underly-

ing method, which we refer to as Iterative Dataset Update

(Iterative DU), alternates between editing the “dataset”

of NeRF input images, and updating the underlying 3D

representation to incorporate the edited images.

We evaluate our approach on a variety of captured NeRF

scenes, validating our design choices by comparing with ab-

lated variants of our method, as well as naı̈ve implementa-

tions of the score distillation sampling (SDS) loss proposed

in DreamFusion [33]. We also qualitatively compare our ap-

proach to a concurrent text-based stylization approach [46].

We demonstrate that our method can accomplish a wide va-

riety of edits on people, objects, and large-scale scenes.

2. Related Work

Physical Editing of NeRFs NeRFs [26] are a popular ap-

proach for generating photorealistic novel views of a scene

captured by calibrated photographs and have been extended

in many follow-up works [42]. However, editing NeRFs

remains a challenge due to their underlying representation.

One approach is to impose physics-based inductive biases

in its optimization process to enable changes in materials or

scene lighting [44, 1, 40, 27, 25]. Alternatively, one can

specify bounding boxes [30, 49], to allow easy composit-

ing of different objects [51] as well as spatial manipula-

tions and geometry deformations [50]. A recent work, Cli-

mateNeRF [18], extracts rough geometry from a NeRF and

uses physical simulation to apply weather changes such as

snowing and flooding. Most physically-based edits revolve

around changing physical properties of the reconstructed

scene, or performing physical simulation. In this work, we

instead focus on enabling arbitrary creative edits.

Artistic Stylization of NeRFs Following the literature

from image stylization [8, 7], recent works have explored

artistic 3D stylization of NeRFs [5, 12, 13, 28, 52, 48].

While these approaches can obtain 3D-consistent styliza-

tions of a scene, they primarily focus on global scene ap-

pearance changes and usually require a reference image.

Other works have explored the use of latent representa-

tions from visual language models such as CLIP [34]. Ed-

itNeRF [20] explores editing NeRFs by manipulating la-

tent codes learned from object categories in a synthetic

dataset. To increase usability (and as explored in other

3D domains such as meshes [24, 10]), ClipNeRF [45] and

NeRF-Art [46] extend this line of work by encouraging sim-

ilarity between CLIP embeddings of the scene and a short

text prompt. A limitation of these CLIP-based approaches

is their inability to incorporate localized edits. Methods

such as Distilled Feature Fields [15] and Neural Feature Fu-

sion Fields [43] distill 2D features from pre-trained models

such as LSeg [17] and DINO [4] into the radiance fields,

which enable specification of regions. These approaches al-

low for localized CLIP-guided edits, 3D spatial transforma-

tions [45], or localized scene removal [43] specified either
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by language or a reference image. In this work, we offer

a complementary approach to editing 3D scenes based on

intuitive, purely language-based editing instructions. While

masking enables specific local changes, instructional edits

provide intuitive high-level instructions that can make more

flexible and holistic changes to the appearance or geometry

of a single object or the entire scene. We enable mask-free

instructional edits by taking advantage of recent instruction-

based 2D image-conditioned diffusion model [2], resulting

in a purely-language-based interface that enables a wider

range of intuitive and content-aware 3D editing.

Generating 3D Content Recent progress in pre-trained

large-scale models has enabled rapid progress in the do-

main of generating 3D content from scratch, either by op-

timizing radiance fields through vision-language models

like CLIP [14, 16] or via text-conditioned diffusion mod-

els [35, 37, 36] as presented in DreamFusion [33] and its

follow-ups [47, 19, 23]. While these approaches can gen-

erate 3D models from arbitrary text prompts, they lack (1)

fine-grained control over the synthesized outputs, (2) the

ability to generalize to scenes (i.e., anything beyond a single

object isolated in space), and (3) any grounding in reality,

producing entirely synthesized creations. Concurrent works

such as RealFusion [21] and SparseFusion [54] explore

grounding by providing one or few input images, where the

unseen parts are hallucinated. In all of these approaches, a

central challenge is congealing the inconsistent outputs of

a 2D diffusion model into a consistent 3D scene. In this

work, instead of creating new content, we focus on editing

real captured NeRFs of fully observed scenes using 2D dif-

fusion priors. One advantage of editing an existing NeRF

scene (as opposed to generating 3D content from scratch)

is that the captured images are by definition 3D consistent,

suggesting that generated imagery should naturally be more

consistent. This also helps avoid certain design decisions

that result in the cartoon-ish appearance commonly seen in

unconditional 3D content generation methods [33, 47, 19].

Instruction as an Editing Interface With the rise of

large-language models (LLMs) like GPT [3] and Chat-

GPT [29], natural language is emerging as the next “pro-

gramming language” for specifying complex tasks. LLMs

allow for the abstraction of a series of low-level specifica-

tions into an intuitive and user-friendly interface through

the use of language, specifically instructions [31]. Instruct-

Pix2Pix [2] demonstrates the effectiveness of instructions

in 2D image tasks, as do other works in other domains such

as robotic navigation [11]. We propose the first work that

demonstrates instructional guidance in the realm of 3D edit-

ing. This is particularly significant given the difficulty of

the task, which has typically required specialized tools and

years of experience. By using natural language instructions,

Original Data Updated Dataset

Early Iteration Late Iteration

Figure 3: Dataset Evolution: At the start of training, the edited

images perform the requested edit, but are often inconsistent. Af-

ter iteratively training the NeRF and updating the training dataset,

the images gradually become more 3D consistent.

even novice users can achieve high-quality results without

additional tools or specialized knowledge.

3. Method
Our method takes as input a reconstructed NeRF scene

along with its corresponding source data: a set of captured

images, their corresponding camera poses, and camera cal-

ibration (typically from a structure-from-motion system,

such as COLMAP [38]). Additionally, our method takes

as input a natural-language editing instruction, e.g., “turn
him into Albert Einstein”. As output, our method produces

an edited version of the NeRF subject to the provided edit

instruction, as well as edited versions of the input images.

Our method accomplishes this task by iteratively updat-

ing the image content at the captured viewpoints with the

help of a diffusion model, and subsequently consolidating

these edits in 3D through standard NeRF training. Our work

builds off recent advances in diffusion models for image

editing, specifically InstructPix2Pix [2], which proposes an

image-and-text conditioned diffusion model trained to edit

natural images using human-provided instructions.

3.1. Background

Neural radiance fields Neural radiance fields

(NeRFs) [26] are a compact and convenient represen-

tation for reconstructing and rendering a volumetric 3D
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“Make it sunset” “Make it stormy”

“Make it look like the namibian desert” “Make it Autumn”“Make it look like it just snowed”

Original NeRF

Original NeRF “Put him in a suit”“Turn him into a clown”“As a bronze statue”“Turn him into a firefighter with a hat” “Make him a marble statue”

“Turn the bear into a polar bear” “Turn the bear into a grizzly bear”“Turn the bear into a panda”Original NeRF

Figure 4: Qualitative Results: Our method is able to perform a variety of diverse contextual edits on real scenes, including environmental

changes, like adjusting the time of day, and even more localized changes that modify only a specific object in the scene.

scene. A NeRF is parameterized by 3D positions (x, y, z)
and viewing directions (θ, φ) for samples in a field. Each

sample is processed to produce a color and density (c, σ),
which can be composited along a ray to produce a 2D pixel

color. A NeRF is optimized using a collection of captured

images and their corresponding camera parameters, which

include both calibration and extrinsic pose/orientation.

These camera parameters can be used to extract a per-pixel

world-space ray parameterization that describes the 3D

center o and direction d of the camera ray r(t) = o + td
that corresponds to each pixel in each image. These rays

with their associated pixel colors are used to optimize the

NeRF. The typical process of training a NeRF [26] involves

selecting a subset of rays r, rendering the NeRF’s current

estimate of the color along this ray Ĉ(r), and computing

a loss relative to captured pixel color L(C(r), Ĉ(r)).
In practice, in the interest of reliable optimization, rays

are selected at random from a variety of viewpoints, to

ensure the 3D positions of reconstructed scene objects are

sufficiently well-constrained. To render a novel viewpoint,

a collection of rays are sampled corresponding to all the

pixels in that novel image, and the resulting color values

Ĉ(r) are arranged into a 2D frame.

InstructPix2Pix Denoising diffusion models [39, 9]

are generative models that learn to gradually transform

a noisy sample towards a modeled data distribution.

InstructPix2Pix [2] is a diffusion-based method specialized

for image editing. Conditioned on an RGB image cI and
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Figure 5: Guidance Scale: By varying the image guidance we can

control how much the edit looks like the original scene. Note that

these are renderings from the edited 3D scenes.

a text-based editing instruction cT , and taking as input a

noised image (or pure noise) zt, the model aims to produce

an estimate of the edited image z0 (an edited version of

cI subject to the instruction cT ). Formally, the diffusion

model predicts the amount of noise present in the input

image zt, using the denoising U-Net εθ as:

ε̂ = εθ(zt; t, cI , cT ) (1)

This noise prediction ε̂ can be used to derive ẑ0, the

estimate of the edited image. This denoising process can

be queried with a noisy image zt at any timestep t ∈ [0, T ],
i.e., containing any amount of noise, up to a pure noise

image zT . Larger amounts of noise, i.e., larger values of t,
will produce estimates of ẑ0 with more variance, whereas

smaller t values will produce lower variance estimates with

more adherence to the visible image signal in zt.
In practice, InstructPix2Pix is based on a latent diffu-

sion model [36], i.e., the diffusion process operates entirely

on an encoded latent domain. This means that the above-

defined variables cI , z0 are all latent images created by en-

coding an RGB image, i.e., E(I). Similarly, to produce an

RGB image from the diffusion model, one must also decode

the predicted ẑ0 latents via the decoder Î = D(ẑ0).

3.2. Instruct-NeRF2NeRF

Given a reconstructed NeRF scene (including the corre-

sponding dataset of calibrated images), as well as a text in-

struction, we fine-tune the reconstructed model towards an

edit instruction to produce an edited version of that NeRF.

An overview is provided in Fig. 2.

Our method works through an alternating update

scheme, in which the training dataset images are iteratively

updated using a diffusion model and are subsequently con-

solidated into the globally consistent 3D representation by

training the NeRF on these updated images. This iterative

process allows for gradual percolation of the diffusion pri-

ors into the 3D scene. Although this process can enable sig-

nificant edits to the scene, our use of an image-conditioned

diffusion model (InstructPix2Pix) helps in maintaining the

structure and identity of the original scene.

In this section, we first describe our use of Instruct-

Pix2Pix in the process of editing a single dataset image,

then describe our iterative procedure for gradually updating

dataset images and refining the reconstructed NeRF.

Editing a rendered image We use InstructPix2Pix [2] to

edit each dataset image. It takes three inputs: (1) an input

conditioning image cI , a text instruction cT , and a noisy in-

put zt. To update a dataset image at viewpoint v, we use the

unedited image Iv0 for cI , which will typically be the orig-

inally captured image at this viewpoint, or if the viewpoint

was not captured physically, a render from the NeRF before

any edits were made. For zt, as in SDEdit [22], we input a

noised version of the current render at optimization step i,
i.e., a linear combination of N (0, 1) and z0 = E(Ivi ). For

simplicity, we denote the process of replacing an image Ivi
as Ivi+1 ← Uθ(I

v
i , t; I

v
0 , cT ), where a noise level t is cho-

sen at random from a constant range [tmin, tmax]. We define

Uθ as the DDIM sampling process, with a fixed number of

intermediate steps s taken between initial timestep t and 0.

This process mixes two sources of information: the dif-

fusion model aims to edit the original image Iv0 according to

the instruction cT , while the noised image passed to the dif-

fusion U-Net zt is only partially noised (with some t < T ),

such that the rendering of the current global 3D model influ-

ences the diffusion model’s final estimate for z0 (the image

which will replace the dataset image at viewpoint v). A key

thing to note is that while our method continually repeats

the process of rendering from the NeRF, editing the image,

and updating the NeRF, the diffusion model is conditioned

on the un-edited images, and thus remains grounded, pre-

venting the characteristic drift commonly associated with

recurrent synthesis.

Iterative Dataset Update The core component of our

method is an alternating process through which images are

rendered from the NeRF, updated by the diffusion model,

and subsequently used to supervise the NeRF reconstruc-

tion. We refer to this process as the Iterative Dataset Update

(Iterative DU).

When optimization begins, our image dataset consists of

the originally captured images from a range of viewpoints

denoted as v, which we represent as Iv0 . These images are

cached separately and used as conditioning for the diffusion

model at all stages. At each iteration, we perform a number

of image updates d, followed by a number of NeRF updates

n. Image updates are performed sequentially in a random

ordering of v determined at the start of training. NeRF up-

dates always sample a set of random rays from the entire

training dataset, such that the supervision signal contains a

mixture of old information and pixels from recently updated

dataset images.

Our editing process results in sudden replacement of

dataset images with their edited counterpart. At early it-

erations, these images may perform inconsistent edits (as
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Figure 6: Consistency: Vertical slices of a rendered novel camera

path show the consistency across varying viewpoints. The origi-

nal NeRF rendering (top) is quite consistent, similar to our edited

result (middle), using the prompt “turn him into a clown”. Con-

versely, running InstructPix2Pix [2] on each rendered frame in-

dependently results in notable inconsistency, such as varying hair

and shirt colors.

InstructPix2Pix does not typically perform consistent edits

across different viewpoints). Over time, as images are used

to update the NeRF and progressively re-rendered and up-

dated, they begin to converge on a globally consistent depic-

tion of the edited scene. Examples of this evolution process

can be seen in Figure 3.

This process is similar to the approach proposed in

SNeRF [28], where the images are updated through style

transfer in every alternate iteration. Unlike SNeRF, our iter-

ative DU retains edited images across NeRF updates, effec-

tively performing semi-permanent updates to the training

dataset. This process can also be interpreted as a variant of

the score distillation sampling (SDS) loss from DreamFu-

sion [33], where instead of updating a discrete set of im-

ages at each step, each gradient update contains a random

mixture of rays distributed across many viewpoints, and the

computed gradients along these rays may not be from the

most recent NeRF state. The use of iterative DU is aimed at

maximizing the diversity of training ray viewpoints in each

iteration, a choice that we find greatly improves both train-

ing stability and efficiency. In the following section, we

provide a comparison to a naı̈ve adaptation of the SDS loss

to our application.

3.3. Implementation details

As the underlying NeRF implementation, we use the

‘nerfacto’ model from NeRFStudio [41]. The strength

and consistency of the updates performed by the diffusion

model are determined by several parameters. Among these

are the values for [tmin, tmax] = [0.02, 0.98], which define

the amount of noise (and therefore the amount signal re-

tained from the original images). Regardless of t, we al-

ways sample our denoised image with 20 denoising steps.

The diffusion model has additional parameters, such as the

classifier-free guidance weights corresponding to the text

and image conditioning signals. For these, we can use the

default values of sI = 1.5 and sT = 7.5, or offer the user

the ability to hand-tune the guidance weight on an image

to achieve the optimal edit strength before performing our

NeRF optimization process. The results shown in the paper

use manually selected guidance values, but adjusting these

can result in varying degrees of scene edits, as shown in Fig-

ure 5. We find that the guidance scales play an important

role in high quality results, and thus, similar to Instruct-

Pix2Pix, chose to leave these parameters to user control.

All other 3D hyperparameters are fixed for all experiments.

During optimization, for the sake of efficiency, we update

one image at a time, i.e., d = 1 and n = 10. For NeRF

training, we use L1 and LPIPS [53] losses. We train our

method for a maximum of 30k iterations. However, in prac-

tice we stop training once the edit has converged. In many

cases, the optimal training length is a subjective decision —

a user may prefer more subtle or more extreme edits that

are best found at different stages of training. On average,

we train for 10-15k iterations which takes roughly an hour

on a single NVIDIA Titan RTX (15GB of memory).

4. Results

We conduct experiments on real scenes optimized using

Nerfstudio [41]. We edit a variety of scenes that vary in

complexity: 360 scenes of environments and objects, faces,

and full-body portraits. The scenes were captured using

both a smartphone and a mirrorless camera. The camera

poses were extracted using either COLMAP [38] or through

the PolyCam [32] app. The size of each dataset ranges from

50-300 images. Empirically, we notice that datasets with

fewer images tend to have higher quality and less blurring,

likely due to the fact there are simply fewer conflicting pix-

els from edited images. Thus, we recommend fewer im-

ages per capture whenever possible. First, we evaluate our

approach through a variety of qualitative evaluations. To

validate our design choices, we compare against a set of ab-

lative baselines both qualitatively and quantitatively. Addi-

tionally, we provide visual comparisons to concurrent work

NeRF-Art [46].
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“Turn him into the Tolkien Elf” “Turn him into Lord Voldemort”“Make him look like a Fauvism painting” “Make him look like an Edward Munch painting”“Make him look like Vincent Van Gogh”

“Tolkien Elf” “Lord Voldemort”“Fauvism” “Edvard Munch”“Vincent van Gogh”

Original NeRF

O
ur

s
N

eR
F-

Ar
t

Figure 7: Comparison with NeRF-Art: We compare with CLIP-based method NeRF-Art on sequences and edits provided in their paper.
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Figure 8: Baseline Comparisons: We compare our model with a collection of variants described in Section 4.1.

4.1. Qualitative Evaluation

Editing 3D Scenes Our qualitative results are shown in

Figure 1 and Figure 4. For each edit, we show multiple

views to illustrate the 3D consistency. On the portrait cap-

ture in Figure 1, we are able to achieve a broad range of ed-

its varying from global (“Turn him into a Modigliani paint-
ing”) to locally specific edits (“Turn his face into a skull”).

Although adding a completely new object is as challeng-

ing as the task of DreamFusion, our approach is able to add

contextual elements such as “Give him a cowboy hat” and

“mustache”. Moreover, our method is able to dress the per-

son to some degree, such as those illustrated on the full-

body portrait in Figure 4, third row. It can achieve mate-

rial changes such as “As a bronze bust” and “Make him a
marble statue”. In the “bronze” cases a subtle amount of

view-dependent changes are also captured. Our approach is

also able to turn portraits into notable figures such as Ein-

stein and fictional characters like “Batman”. These edits

also extend to subjects other than people, like changing a

bear statue into a real polar bear, panda, and grizzly bear

(Figure 4, last row). Most notably, these edits also apply

to large-scale scenes (Figure 4, first row, Figure 8, bottom),

and support instructions that modify the time of the day,

seasons, and other conditions such as snow and desert.

Ablation Study We validate our design choices by

comparing our approach to the following variants. The

qualitative differences are shown in Figure 8:

Per-frame Edit. Our most naı̈ve baseline is to apply Instruct-

Pix2Pix [2] independently on every frame of a novel path

rendered by the original NeRF. We use the rendered images

as cI , and the same text instruction as cT . For zt, we use
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CLIP Text-Image CLIP Direction
Direction Similarity ↑ Consistency ↑

Per-frame IP2P [2] 0.1603 0.8185
One-time DU 0.1157 0.8823
SDS w/ IP2P [2] 0.0266 0.9160
Ours 0.1600 0.9191

Table 1: Quantiative Evaluation. Although edits are subjective,

we provide quantitative metrics that evaluate the alignment of the

edits to the text and consistency between subsequent frames in the

CLIP space. Our approach results in similar CLIP similarity as

per-frame edit, while achieving best consistency in CLIP space.

pure noise. Despite the fact that the conditioning images are

3D consistent, the resulting edited images have significant

variance that is inconsistent across different views. We il-

lustrate this inconsistency in Figure 6, where we pan a cam-

era across the scene and concatenate a slice from each frame

to create an image.

One time Dataset Update. In this baseline, we perform a

single Dataset Update step, in which all training images are

edited once, and the NeRF is trained until convergence on

those edited images. The quality of this baseline depends

largely on the 3D consistency of the per-frame editing re-

sults. While this approach can sometimes yield decent re-

sults, in a majority of cases, the initial edited 2D images are

largely inconsistent, leading to blurry and artifact-filled 3D

scenes, as shown in Figure 8. This problem is even more

prominent when contextual objects are added to the por-

traits.

DreamFusion (text-conditioned diffusion). The next ap-

proach is to naively apply DreamFusion optimization to an

existing NeRF scene. Specifically, starting from a NeRF

initialized by the density and appearance obtained from real

images, we apply SDS loss [33] using StableDiffusion [36],

a text-only diffusion model. We observed that this method

quickly diverges and thus we do not include qualitative re-

sults in the paper. The reason for this divergence is that, in

this setting, every image needs a textual description of the

scene, and it becomes difficult to find an exact textual de-

scription that matches a scene across all views, especially

for those with 360-degree coverage. This experiment high-

lights the importance of image conditioning.

SDS + InstructPix2Pix. If instead, we use an image-

conditioned generative model, InstructPix2Pix, with the

SDS loss from the previous variant, we are able to circum-

vent the requirements for an accurate text description of the

whole scene. Unlike the text-conditioned variant, this ap-

proach does not diverge, but results in a 3D scene with more

artifacts, as seen in Figure 8, third column. We largely at-

tribute this to the fact that the standard SDS samples rays

from a small collection of full images, which makes op-

timization more unreliable than sampling rays randomly

InstructPix2Pix Update Trained NeRFDataset Image

“Delete the bear statue”

“Give him a checkered jacket”

Figure 9: Limitations: InstructPix2Pix cannot always perform

the desired edit (top), and thus our method does not perform an

edit. Sometimes InstructPix2Pix produces correct, but inconsistent

edits in 2D that our method fails to consolidate in 3D (bottom).

across all viewpoints.

Ours + StableDiffusion. Finally, we compare our approach

(with Iterative DU), but using StableDiffusion instead of In-

structPix2Pix. This approach suffers from similar issues as

seen in the DreamFusion baseline, because of the lack of

image conditioning. Although it doesn’t diverge, the re-

sulting scene is blurry, and the 3D density is not coherent.

Qualitative results can be seen in Figure 8, first column.

Comparisons with NeRF-Art. We provide a qualitative

comparison against concurrent work NeRF-Art [46]. Al-

though their training code is unavailable, we use their pro-

vided custom-captured scenes and perform similar edits us-

ing our method. A comparison of their provided scene is

shown in Figure 7. Note that their text inputs are not instruc-

tions, leaving the model with ambiguity on what exactly to

edit. For instance, in their example of “Van Gogh”, it’s

unclear whether the model should create a painting in the

style of Van Gogh or make the face look like Van Gogh’s

face. Since edits are subjective, we leave it to the readers to

determine their preference for these edits and provide this

as a reference to a competitive state-of-the-art.

4.2. Quantitative Evaluation

Editing is fundamentally a subjective task. Thus, we

mostly rely on various types of qualitative evaluation. We

recommend the reader to evaluate the performance through

the videos on our project page. Nevertheless, inspired by

the evaluation protocols in InstructPix2Pix, we report aux-

iliary quantitative metrics over 10 total edits across two

scenes, measuring (1) the alignment of the performed 3D

edit with the text instruction (as shown in InstructPix2Pix

and StyleGAN-Nada [6] and (2) the temporal consistency

of the performed edit across views, shown in Table 1. The

latter is a novel metric, similar to the CLIP directional simi-

larity, but measuring the directional similarity between pairs
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of original and edited images in adjacent frames of novel

rendered camera paths. More details are provided in the

supplementary material.

4.3. Limitations

Our method inherits many of the limitations of In-

structPix2Pix, such as the inability to perform large spatial

manipulations. Furthermore, as in DreamFusion, our

method uses a diffusion model on a single view at a time,

and thus may suffer from similar artifacts, such as double

faces on added objects. We demonstrate examples of two

types of failure cases in Figure 9: (1) InstructPix2Pix

fails to perform the edit in 2D, and therefore our method

fails in 3D, and (2) InstructPix2Pix succeeds at editing in

2D, but has large inconsistencies that our method fails to

consolidate in 3D.

Specifically, our method is effective at instruction-

driven, contextual, large-scale edits, which includes 1) edit-

ing textures, 2) replacing objects, and 3) changing global

properties of a scene, among others. However, adding en-

tirely new objects to the scene (such as adding a cup on a

table) is challenging for various reasons. InstructPix2Pix

struggles to add content into empty regions, and even when

it is successful, it often places objects in different loca-

tions in different images, making 3D reconstruction a chal-

lenge. Similarly, InstructPix2Pix struggles to remove ob-

jects without replacing them with similarly salient (but also

view-inconsistent) content, resulting in similar artifacts. We

contend that as diffusion models improve at adding content,

removing content, and overall image manipulation, our It-

erative DU framework for NeRF editing will similarly im-

prove. Limitations are further discussed in the supplemen-

tary material.

5. Conclusion

In this paper, we have introduced Instruct-NeRF2NeRF,

a promising step towards the democratization of 3D scene

editing for everyday users. Our method enables intuitive

and accessible NeRF scene editing using natural text in-

structions. We operate on pre-captured NeRF scenes, en-

suring that any resulting edits maintain 3D-consistency. We

showed our method’s results on a variety of captured NeRF

scenes and demonstrated its ability to accomplish a wide

range of edits on people, objects, and large-scale scenes.
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