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Abstract

Video anomaly detection is an ill-posed problem because
it relies on many parameters such as appearance, pose,
camera angle, background, and more. We distill the prob-
lem to anomaly detection of human pose, thus decreasing
the risk of nuisance parameters such as appearance affect-
ing the result. Focusing on pose alone also has the side
benefit of reducing bias against distinct minority groups.

Our model works directly on human pose graph se-
quences and is exceptionally lightweight (∼1K parame-
ters), capable of running on any machine able to run the
pose estimation with negligible additional resources. We
leverage the highly compact pose representation in a nor-
malizing flows framework, which we extend to tackle the
unique characteristics of spatio-temporal pose data and
show its advantages in this use case.

The algorithm is quite general and can handle training
data of only normal examples as well as a supervised setting
that consists of labeled normal and abnormal examples.

We report state-of-the-art results on two anomaly detec-
tion benchmarks - the unsupervised ShanghaiTech dataset
and the recent supervised UBnormal dataset. Code avail-
able at https://github.com/orhir/STG-NF.

1. Introduction
Research on human anomaly detection aims to detect un-

usual events such as violence or people needing assistance
due to an accident [9]. As these instances are time-critical,
the surveillance footage requires immediate processing to
enable instant support on-site. This raises the need for fast
and reliable methods to detect abnormal events.

Although investigated extensively [1, 8, 13, 14, 23, 28,
29, 36, 39, 40, 46], anomaly detection in videos remains a
difficult task. Utilizing conventional discriminative meth-
ods is challenging as the amount of video data captured ex-
ceeds our ability to label it manually. Furthermore, as ab-
normal events are far more infrequent than normal ones, the
goal is to detect anomalies using only normal events.

We desire an unsupervised algorithm that can detect ab-

normal actions based on the context of past normal activi-
ties. Moreover, we require the method to disregard nuisance
parameters in the videos, such as background clutter, illumi-
nation changes, and other factors unrelated to the extent of
the human activity normality.

This is why we only use skeleton data. This represen-
tation distills anomaly detection to human activity. Hu-
man pose sequences are highly semantic, intuitive, and
very low dimensional signals, incorporating information
regarding the extent of a video’s normality [28, 29, 36].
They also provide interpretability for the abnormality in
the scene, as each human’s pose sequence is given a nor-
mality score. A side-effect of working only with skeleton
representation is that it can reduce privacy violation and
bias that might be associated with appearance-based meth-
ods [3, 6, 9, 24, 30, 33, 38].

Previous pose-based methods build on autoencoders to
reconstruct or predict future poses [29, 36]. They use re-
construction error as a proxy for the normality score. How-
ever, autoencoders tend to generalize strongly, i.e., anoma-
lies can be reconstructed as well as normal samples [15].
Markovitz et al. [28] suggested using a Dirichlet process
mixture to determine the normality score. However, these
scoring algorithms are ineffective for anomaly detection as
they highly depend on the autoencoder’s generalization ca-
pabilities and performance [4, 17, 41]. The use of memory
mechanisms [16, 32] or multi-modal data [14, 25, 31] can
suppress this generalization to some extent but at the cost of
additional memory consumption and computation.

In contrast, our end-to-end approach is based on a nor-
malizing flows architecture, which learns the data distribu-
tion and scores the samples according to their likelihood
instead of relying on reconstruction error. We leverage the
highly semantic pose representation to extend the architec-
ture of normalizing flows, adapting it explicitly for human
pose data using spatio-temporal graph convolution blocks.
Kirichenko et al. [21] show that while normalizing flows
perform poorly when trained on pixel data, they can detect
OOD images when trained on high-level semantic represen-
tations. But, unlike pixels, pose data holds substantial se-
mantic value. Thus, abstracting videos to pose data forces
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Figure 1. Framework Overview: An overview of our unsupervised framework. We perform pose estimation and tracking on the input
video. Our Spatio-Temporal Graph Normalizing Flows (STG-NF) network processes each pose sequence separately. During training, our
model learns a bijective mapping from data distribution PX (pose sequences) to a latent Gaussian distribution PZ . Training is done by
minimizing the negative log-likelihood of the training data, leveraging the invertibility of our architecture, and using the change of variables
formula. During inference, we estimate the probability of each pose sequence.

normalizing flows to concentrate on semantic features. To
our knowledge, we are the first to propose a pose-based nor-
malizing flows approach for anomaly detection.

Utilizing low-dimensional pose data directly as a feature
eliminates the need for autoencoders, used as feature ex-
tractors. This results in an incredibly lightweight network
that runs in real-time (∼1K parameters, 0.95G FLOPS, and
inference speed of 189 FPS1), demanding negligible addi-
tional resources for any device capable of running pose esti-
mation. Note that the pre-trained pose estimator and tracker
we use for preprocessing (we do not train or fine-tune this
model) is of size 83M parameters. But, as we are not limited
to a specific pose estimator, we may benefit from improve-
ments in pose estimation algorithms such as better accuracy
and run-time optimization.

Our framework is as follows. Given a sequence of video
frames, we use pose estimation to extract the keypoints of
every person in each frame and use a pose tracker to track
the skeletons across the frames. Eventually, each person in
a clip is represented as a temporal pose graph. Our net-
work maps the training samples into a Gaussian-distributed
latent space and calculates the probability of a human pose
sequence. Figure 1 provides an overview of this framework.

Our model works both in the usual unsupervised setting,
where only normal data is given for training, and in the su-
pervised setting, where both normal and abnormal training
data are provided. In the supervised setting, we use our
suggested normalizing flows model with a Gaussian Mix-
ture Model prior, which forces the network to assign low
probabilities to known abnormal samples.

We demonstrate our algorithm in the two settings. The
1On a single Nvidia Titan XP GPU.

first is the widely used ShanghaiTech Campus dataset [23].
In this unsupervised setting, the training data consists of
only normal videos, and the test data consists of both nor-
mal and abnormal videos. For the supervised setting, we
use the recent synthetic UBnormal dataset [1], which con-
sists of both normal and abnormal training data. We also
test this dataset in the common unsupervised setting.

Extensive experiments show that our model outperforms
previous pose-based and appearance-based state-of-the-art
methods for both settings. In addition, the ablation study
shows our method is robust to noise and can generalize
across different datasets. To summarize, we propose three
key contributions:

• Introducing a normalizing flows architecture for both
supervised and unsupervised video anomaly detection;

• Extending normalizing flows networks to tackle the
unique aspects of human pose data;

• State-of-the-art AUC of 85.9% for ShanghaiTech and
79.2% for UBnormal anomaly detection benchmarks.

2. Related Work
2.1. Video anomaly detection

In recent years, numerous works tackled the problem of
video anomaly detection using deep learning-based models.
They deliver better performance by leveraging the powerful
representation capabilities of deep neural networks.

Specifically, structured representations, extracted using
a pre-trained object detector [13, 14, 40] or pose estima-
tor [28, 29, 36], have attracted increased attention for their
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potential to get closer to the semantic concepts present
in the anomalies. They use self-supervision on the ex-
tracted representations to learn semantic features by proxy
tasks [8, 13, 28, 36], such as frame reconstruction and pre-
diction, or by using out-of-domain data samples as anoma-
lies, sometimes referred to as pseudo-anomalies [14].

Georgescu et al. [14] proposed a framework using object
detection and optic flow as input data. They trained a set
of autoencoders and classifiers using pseudo-abnormal ex-
amples to discriminate between normal and abnormal latent
features. Ristea et al. [35] later suggested using a predictive
convolutional attentive block to enhance the performance of
the autoencoders. This block uses dilated convolutions with
a masked center area and a reconstruction-based loss for
the masked area. Georgescu et al. [13] used self-supervised
multi-task learning on object detection results using a single
3D convolutional backbone with multiple heads. However,
these tasks are easy to solve, preventing the network from
learning strong discriminative representations [40]. Thus,
Wang et al. [40] used an object-centric cube extraction and a
spatial or temporal shuffling as a self-supervised task. They
used a CNN-based network to recover the original sequence
from its permuted version.

As these methods rely on RGB data, ethical concerns
arise regarding anonymization and proven bias against
groups of people based on their appearance. Steed et
al. [38] showed that state-of-the-art unsupervised models
trained on ImageNet automatically learn racial, gender, and
intersectional biases. Buet et al. [6] demonstrated on sev-
eral datasets that there are discrepancies, sometimes cru-
cial, between the reconstruction error of one group and an-
other. This is especially troubling for anomaly detectors
that use frame reconstruction as the normality score. Fur-
thermore, Liu et al. [24] noted that models could be reverse-
engineered, retrieving sensitive training data, including rec-
ognizable face images. Human-pose-based networks elimi-
nate the possibilities of appearance-based discrimination or
sensitive training data retrieval.

Nevertheless, video anomaly detection using human-
pose data has not been overly explored. Morais et al. [29]
proposed an anomaly detection method using an RNN to
analyze pose sequences. They scored the videos accord-
ing to the prediction error. Rodrigues et al. [36] later sug-
gested a multi-timescale model capturing the temporal dy-
namics by making future and past predictions at different
timescales. Markovitz et al. [28] used a deep clustering
network and a Dirichlet process mixture to determine the
anomaly score. These methods rely on autoencoders, which
although trained using only normal samples, have inher-
ent generalization abilities that still make anomalous sam-
ples well reconstructed or predicted, especially for static
data [16, 32]. In contrast, our method is based on a nor-
malizing flows architecture, which can learn the density es-

timation of high-dimensional data. Therefore, our scoring
function is the estimated probability of the input sample.

2.2. Graph Convolutional Networks

The graph relations of human poses are described us-
ing weighted adjacency matrices to represent the human
skeleton as a temporal graph. Yan et al. [43] and Yu et
al. [45] proposed temporal extensions to graph convolution
methods, with the former offering the use of separable spa-
tial and temporal graph convolutions (ST-GCN), applied se-
quentially. We follow this ST-GCN block design.

2.3. Normalizing Flows

Normalizing flows (NF) are generative models that nor-
malize complex real-world data distributions to “standard”
distributions, usually Gaussian, using a sequence of invert-
ible and differentiable transformations. The mathematical
formulation for this architecture is introduced in section 3.1.

Using normalizing flows for video anomaly detection
has almost not been explored. Cho et al. [8] extracted video
features using a reconstruction-based autoencoder (on RGB
data). They then used normalizing flows networks to esti-
mate the likelihood of the extracted features. This method
greatly depends on the autoencoder’s learned representa-
tions, thus limiting its effectiveness.

In the image domain, Dinh et al. [11] proposed Real-
NVP, a widely used generation network with an affine cou-
pling layer. Kingma et al. [20] later proposed Glow for fur-
ther improvements using activation normalization and in-
vertible 1×1 convolution. Izmailov et al. [19] used normal-
izing flows for semi-supervised learning by using a Gaus-
sian Mixture Model (GMM) as a prior and assigning each
label to a different Gaussian mean and variance. The classi-
fication is done by calculating the probability of the sample
conditioned on each label.

In the human pose domain, normalizing flows have only
been suggested for generating synthesized pose data. Hen-
ter et al. [18] suggested using LSTMs in normalizing flows
networks to synthesize 3D human motion data. Yin et
al. [44] extended this concept and used spatial GCNs and
LSTMs to preserve temporal information.

3. Method

The overall structure of our algorithm is as follows.
Given a video sequence, we use a standard human pose de-
tector and tracker to extract poses. The poses are repre-
sented as space-time graphs and, using normalizing flows,
are embedded into a Gaussian latent space. Finally, using
Equation 2, we can evaluate the probability of actions based
on the training data.

In what follows, we start with a brief overview of nor-
malizing flows. Next, we introduce STG-NF, our adaptation
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of normalizing flow to work on space-time graphs. Finally,
we show STG-NF in the supervised setting (i.e., when la-
beled abnormal examples are available during training).

3.1. Normalizing Flows

Normalizing flows [10] is an unsupervised model
for density estimation defined as an invertible mapping
f : X ↔ Z from the data space X to the latent space Z . In
most flow-based models, Z has a tractable density, such as a
spherical multivariate Gaussian distribution: Z ∼ N (µ,Σ).

The function f is implemented using a neural network
parameterized by parameters θ:

z = fθ(x) = g−1
θ (x) s.t. x = gθ(z)

We focus on functions where f is composed of a se-
quence of transformations:

f = f1 ◦ f2 ◦ ... ◦ fK

Such a sequence of invertible transformations is also called
a (normalizing) flow. They are parameterized by a neural
network with architecture designed to ensure invertibility
and efficient computation of the Jacobian determinants.

The probability density (PDF) of the transformed vari-
able is given by the change of variables formula:

pX(x) = pZ(f(x)) · |det(
df

dx
)| (1)

The Jacobian determinant captures the volume change be-
tween X and Z. Applying logarithm and the chain rule:

log pX(x) = log pZ(f(x)) +

K∑
i=1

log |det( dfi
dfi−1

)| (2)

The basic idea is to choose transformations fi whose Ja-
cobian is a triangular matrix. For those transformations, the
log-determinant is simple to calculate, enabling direct esti-
mation of p(x). In comparison, other generative methods
consider the probability distribution of the data, p(x), to be
intractable. As a result, sub-optimal scoring functions like
reconstruction or prediction are used.

3.2. Spatio-Temporal Graph Normalizing Flows

Our normalizing flows-based model works directly on
the pose sequence data. It learns an invertible mapping
between the data distribution PX and a latent distribution
PZ , which is a Gaussian Z ∼ N (µnormal, I), as demon-
strated in Figure 1. We leverage the compact pose represen-
tation and extend the image-oriented Glow [20] architecture
to tackle pose sequences by using temporal graph convolu-
tions in the affine layers. The architecture includes K flow
steps, each consisting of three layers: Actnorm, permuta-
tion, and an affine coupling layer. This architecture ensures
invertibility, as each component in the network is bijective.

STG-NF
Affine Couplin
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ST-GCNX Y
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Figure 2. Spatio-Temporal Graph Normalizing Flows: Our
STG-NF module consists of K flow steps, each with Actnorm,
permutation, and spatio-temporal affine coupling layers. To lever-
age the semantics of the pose data, we use spatio-temporal graph
convolutions in the affine layers. In these layers, we split the input
channel-wise and use one half to transform the other. This archi-
tecture ensures easy calculation of the input data probability, p(x).

Actnorm [20] is an activation normalization layer that
applies a scale and bias using data-dependent initializa-
tion, similar to batch normalization. The permutation layer
permutes the ordering of the input channels. We follow
Glow [20] and use a learned 1×1 convolution. This layer
implements a reversible soft permutation by a linear trans-
formation, which is initialized as a random rotation matrix.
The affine coupling layer splits the input X ∈ RBCTN

into two parts channel-wise, where B is the batch size, C
is the number of channels, T is the segment length, and N
is the number of nodes. One half of the input is kept un-
changed, while the other is affine transformed based on the
other half. This leads to an easy reverse transformation and
Jacobian calculation. To benefit from the rich semantics of
the pose data, we use spatio-temporal graph convolutions
(ST-GCN [43]). See Figure 2.

The pose keypoints extracted from a video sequence (a
time series of human joint locations) represent an undi-
rected graph G = (V,E). Each node V = {Vit | t ∈
[1, τ ], i ∈ [1, N ]} corresponds to a skeleton sequence with
N joints and τ frames, and each edge E represents some
relation between two nodes. There are many skeletal re-
lations, such as anatomical (e.g. the right shoulder and el-
bow are connected) and motion (e.g. the left and right knees
tend to move in opposite directions while walking). Spatial
connections are defined by anatomical relations, and tem-
poral connections are defined by connecting the same joints
in successive frames. Using graph convolution, the output
value for a single channel can be written as:

fout(vit) =
∑

vlm∈N(vit)

fin(vlm) · w(vit, vlm) (3)

13548



STG-NF
1

Normal  
Training Data

Abnormal  
Training Data

Figure 3. Supervised Anomaly Detection Overview: We use a
GMM prior for PZ . We train by mapping pose sequences Xi to la-
tent representations with density N (µi, I), where i depends on the
label (normal or abnormal). During inference, we evaluate using
µnormal. This prior forces the network to assign low probabilities
to abnormal training samples.

where N(vit) defines the connected nodes of vit and
w(vit, vlm) the connection weight between nodes, as de-
fined in the spatial and temporal adjacency matrices.

We train the model by minimizing the negative log-
likelihood of the training samples:

Lnll = −log pZ(f(x))− log |det( df
dx

)| (4)

And assuming a Gaussian distribution N (µnormal, I) in
Equation 2 results in the following expression:

log pZ(z) = Const− 1

2
(z − µnormal)

2 (5)

that is used to calculate Lnll in Equation 4.

3.3. Supervised Anomaly Detection

We extend our unsupervised normalizing flows anomaly
detection method to a supervised setting. We use a Gaussian
Mixture Model (GMM) with two components correspond-
ing to the two classes (normal and abnormal) as a prior for
our model. Figure 3 demonstrates this extension.

During training, we map the pose sequence Xi to a latent
representation with density Z ∼ N (µi, I), where i depends
on the label of the pose sequence (normal or abnormal).
Training is done the same as in the unsupervised setting,
minimizing the negative log-likelihood using the new prior.

To force the network to assign low probabilities to ab-
normal samples, we choose µi such that:

|µnormal − µabnormal| ≫ 0

During inference, we calculate the normality probability
score using µnormal, the same as in the unsupervised set-
ting (Equation 4). Thus, for f(xnormal) ∼ N (µnormal, I)
we get high probabilities and for f(xabnormal) ∼
N (µabnormal, I) we get low probabilities.

(a) (b) (c)

Figure 4. UBnormal Examples: Examples from various scenes
included in the synthetic UBnormal dataset [1]. Figure (a) demon-
strates a normal scene. Figures (b) and (c) show abnormal actions,
emphasized through red contours.

4. Experiments
We evaluate our model in two different settings, using

two datasets. The first setting is the common unsupervised
anomaly detection setting, where the training data consists
of only normal videos, and the test data consists of both
normal and abnormal videos. The second supervised set-
ting consists of both normal and abnormal training data.
We evaluate the ShanghaiTech Campus dataset [23] on the
unsupervised setting, and the recent synthetic UBnormal
dataset [1] on both the unsupervised and supervised set-
tings. Figure 4 shows examples from UBnormal dataset.

For evaluation, a score is calculated for each frame indi-
vidually. The dataset score is the area under the ROC curve
for concatenating all frame scores in the test set, which is
the most common metric, sometimes called Micro AUC. An
example from ShanghaiTech dataset is shown in Figure 5.
To assess the localization of anomalies, we evaluate our
model using a region-based detection criterion (RBDC) and
a track-based detection criterion (TBDC), as proposed by
Ramachandra et al. [34]. RBDC evaluates each detected re-
gion by considering its Intersection-over-Union (IOU) with
the corresponding ground-truth region, marking it as a true
positive if the overlap exceeds a threshold α. TBDC as-
sesses the accuracy of tracking abnormal regions over time,
considering a detected track as a true positive if the number
of detections within the track surpasses a threshold β. Fol-
lowing the conventions established in [2, 14, 34, 35], we set
α and β to 0.1.

4.1. Implementation Details

Data Preprocessing. To detect skeletons in each
video frame independently, we utilize AlphaPose [22] with
YOLOX [12] detector. We then use PoseFlow [42] to track
the skeletons across a video. After that, we divide each
pose sequence into fixed-length segments using a sliding-
window approach. We used a segment window τ = 24
frames for ShanghaiTech and τ = 16 frames for UBnormal,
as the pose estimation and tracking results of UBnormal
are less accurate than ShaghaiTech’s. Finally, we normal-
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Model AUC ShanghaiTech-HR AUC RBDC TBDC

Morais et al.∗ [29] 73.4 75.4 - -
Rodrigues et al.∗ [36] 76.0 77.0 - -
Markovitz et al.∗ [28] 76.1 - - -

Zaheer et al. [46] 79.6 - - -
Georgescu et al.† [14]+SSPCAB [35] 83.6 - 40.6 83.5
Barbalau et al.† [2] (SSMTL++v2) 83.8 - 47.1 85.6
Wang et al.† [40] 84.2 84.7 22.4 60.8

Ours 85.9 87.4 52.1 82.4

Table 1. ShanghaiTech Results: Frame-level AUC, RBDC, and TBDC comparison on ShanghaiTech. ShanghaiTech-HR is a subset that
only contains human-related abnormal events. [∗] also uses pose data as input, [†] uses pre-trained object detection results as input.

Figure 5. Log-likelihood Score Examples: Score examples for
ShanghaiTech dataset videos - ground truth anomalous frames are
marked red, dashed red line simulates the threshold. Each frame
is scored according to the minimal pose score in that frame. Our
method correctly flags the anomalies in both space and time.

ize each pose segment to have zero mean and unit variance.
During inference, we score each pose segment individually.
For frames with more than one person, we take the minimal
score over all the people in the frame:

Scoret = min
∀x∈Xt

log pX(x)

Training. For the unsupervised setting, we use the prior
N (3, I), and for the supervised setting we use N (10, I) for
normal samples and N (−10, I) for abnormal samples. To
keep our network slim, we use K = 8 flow steps and a
single standard block of ST-GCN per flow step. Experi-
ments showed that using more blocks resulted in minor per-
formance gain compared to the size cost. The supplemen-
tary includes additional implementation details and ablation
studies (e.g. performance using different flow steps K and
segment window size τ ).

4.2. Unsupervised Anomaly Detection

ShanghaiTech. The ShanghaiTech dataset is one of
the largest datasets for video anomaly detection, containing

videos from 13 cameras around ShanghaiTech University
campus. It consists of 330 training videos with only normal
events and 107 test videos with both normal and abnormal
events, annotated at frame and pixel levels. A few exam-
ples of human anomalies in the dataset are running, fight-
ing, and riding bikes. The videos contain various people in
each scene, with challenging lighting and camera angles.

We evaluate our method on ShanghaiTech and
ShanghaiTech-HR, which is a subset of ShanghaiTech
that only contains human-related abnormal events [29, 36]
(there are a total of six non-human anomalies test videos
that are neglected from the original ShanghaiTech dataset).
We report results in Table 1. As can be seen, our method
significantly outperforms other pose-based methods.
Moreover, our method ranks first among appearance-based
methods, even in the standard ShanghaiTech setting which
includes some non-human anomalies. Furthermore, we
achieve SOTA results for RBDC and on-par results for
TBDC, which indicates we can accurately localize anoma-
lies. Thus, it’s possible to benefit the numerous advantages
of using only pose data, without sacrificing performance.

4.3. Supervised Anomaly Detection

UBnormal. The UBnormal dataset is a new and syn-
thetic supervised open-set benchmark containing both nor-
mal and abnormal actions in the training set. It contains 268
training videos, 64 validation videos, and 211 test videos
and is also annotated at both frame and pixel levels.

Some scenes in the dataset include foggy and night
scenes. The pose detector overcame these difficult con-
ditions and accurately estimated the poses in such scenes,
showcasing the benefits of a non-appearance-based model,
which disregards nuisance parameters like illumination and
background clutter. However, for scenes with fire and
smoke as abnormal events, appearance-based models gain
an edge. Detecting these events from pose data relies on
people’s reactions to such scenarios.

We evaluate UBnormal using both the unsupervised and
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Model AUC RBDC TBDC

U
ns

up
er

vi
se

d Markovitz et al.∗ [28] 52.0 - -
Georgescu et al.† [14] 59.3 21.9 53.4
Georgescu et al.† [2] 62.1 25.6 63.5

Wang et al.† [40] 56.4 11.8 36.8

Ours - Unsupervised 71.8 31.7 62.3

Su
pe

rv
is

ed

Georgescu et al.† [14] 61.3 25.4 56.3
Bertasius et al.† [5] 68.5 0.04 0.05

Yan et al.∗ [43] 78.1 46.2 69.9
Shi et al.∗ [37] 74.1 42.9 73.4

Cheng et al.∗ [7] 64.6 40.2 70.5
Liu et al.∗ [26] 77.8 43.9 70.8

Ours - Supervised 79.2 43.6 75.6

Table 2. UBnormal Results: Frame-level AUC, RBDC, and
TBDC comparison on UBnormal supervised and unsupervised set-
tings. [∗] also uses pose data as input, [†] uses pre-trained object
detection results as input.

the supervised settings. Pixel-level annotations were used
to extract the abnormal pose data for training. We report
results in Table 2. Again, our model outperforms previ-
ous methods in both settings by a large margin, with the
supervised approach performing better on this imbalanced
dataset (mostly normal actions). However, the supervised
setting requires access to abnormal data, which might be
challenging to obtain. Regarding localization in the unsu-
pervised setting, as in ShanghaiTech, we achieve SOTA re-
sults for RBDC and on-par results for TBDC. For the su-
pervised setting we outperform image-based methods by a
large margin. Compared to pose-based methods, we achieve
on-par results for RBDC and SOTA for TBDC. These re-
sults provide strong evidence of our ability to accurately lo-
calize anomalies.

4.4. Ablation Study

We conduct a number of ablation studies on the Shang-
haiTech and UBnormal datasets. First, we evaluate the con-
tribution of the ST-GCN network in the affine layer on per-
formance. Next, we evaluated the spatial and temporal con-
tributions to the algorithm. In another experiment, we con-
sider the generalization of our model by training it on one
dataset and testing it on the other. Finally, we assess the
robustness of our model to noisy data. Additional abla-
tion studies are presented in the supplemental material (e.g.
modeling performance when using different pose estimators
or using limited data for training).

Affine Layer: We replace our suggested spatio-temporal
convolutional affine layer with a fully-connected affine
layer and evaluate it on ShanghaiTech dataset. As a result,

Train
ShanghaiTech UBnormal Both

Te
st ShanghaiTech 85.9 84.0 86.0

UBnormal 69.0 71.8 71.6

Table 3. Cross-Dataset Generalization: Frame-level AUC for
models trained on one dataset and tested on the other or trained
using both datasets. ShanghaiTech is real surveillance footage,
and UBnormal is synthetic. Using pose data mitigates this appear-
ance dissimilarity. There is only a slight performance degradation
compared to using the same dataset for training and testing.

the AUC decreased from 85.9% to 77.0%. Similarly, using
standard convolutions reduced our score to 78.8%, verify-
ing the contribution of our graph-oriented architecture.

Space-Time: We experiment with different spatial and
temporal relations. To understand the temporal effect, we
set the input segment length to τ = 1, which yielded
an AUC of 75.1% (further ablation of different segment
lengths can be seen in the supplementary). We also reduced
the spatial relations by using an adjacency matrix A = I ,
where each joint is only connected to itself (temporally),
which resulted in an AUC of 83.9%. Compare these results
to the combined score of 85.9%. We conclude that spatial
connections are less important than temporal ones. In fact,
observing the temporal behavior of each joint over time pro-
vides most of the information for anomaly detection.

Cross-Dataset Generalization: Despite the appearance
differences between UBnormal (synthetic) and Shang-
haiTech (real surveillance footage) datasets, the actions
considered normal in both datasets are similar. Our model,
relying on pose data that abstracts appearance, can be
trained on one dataset and tested on the other. As can be
seen in Table 3, when training on one dataset and testing
on the other, there is only a slight degradation in perfor-
mance of up to 3% in the AUC score, compared to using
the same dataset for both training and testing. This suggests
that it should be possible to train a model using synthetic
data only (which is sometimes easier to acquire and label)
and evaluate it in real-life scenarios. Furthermore, we see
a slight improvement in using both training sets on Shang-
haiTech, and a slight decrease on UBnormal. These findings
validate our model’s robust understanding of human actions
across different data domains.

Noise Robustness: In real-life scenarios, determining
whether a scene contains only normal actions is diffi-
cult. Thus, robustness to noise is an essential property of
anomaly detection models. We work in the unsupervised
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Figure 6. AUC for Training with Noisy Data: Performance of
unsupervised models trained on ShanghaiTech (top) or UBnormal
(bottom) datasets, when a percentage of abnormal mislabeled sam-
ples are added from UBnormal train-set. Our model is robust to a
significant amount of noise.

setting, contaminating the normal training data with various
amounts of abnormal examples from the UBnormal training
set. Figure 6 shows that our model loses less than 3% AUC
score when 5% of the training data are abnormal examples,
which demonstrates our model’s robustness to noise.

Zero-Shot Anomaly Detection: In the spirit of noise ro-
bustness, we propose a novel anomaly detection setting
without relying on a clean training set of only normal sam-
ples. As our model learns the data distribution, we hypoth-
esized it would assign higher probabilities to frequent (nor-
mal) actions than infrequent (abnormal) ones on the training
data. We trained our network on the ShanghaiTech test set
(without using the labels), where normal actions are more
frequent. This setting might simulate online training, where
we do not use annotations or filter the training data. The
evaluation was done normally on the test set, comparing
each frame’s p(x) to the ground truth, resulting in a high
AUC score of 83.8%. This result indicates a promising
ability to distinguish abnormal events without training on
a clean dataset of only normal samples.

4.5. Failure Cases

Figure 7 shows some failure cases, together with the
extracted poses. Our model does not handle non-person-
related anomalies, such as cars crossing a frame, demon-
strated in 7a. Moreover, as our method relies only on poses
for detecting anomalies, a poorly extracted pose might be
considered an anomaly. This limitation becomes more sig-
nificant in the case of low-quality videos. It prevents us
from evaluating our method on UCSD Ped1/Ped2 [27], pop-
ular datasets whose video resolution is too low to detect
skeletons. Furthermore, some anomalies in the Shang-
haiTech dataset are people dragging items. Using only pose
data, these actions seem like normal walking, as seen in 7b.

In addition, due to camera angles, there is substantial

(a) (b) (c)

Figure 7. Failure Cases: Examples from ShanghaiTech dataset.
(a) Our model does not handle non-person-related anomalies. (b)
Using only pose data, dragging an anomalous object may seem
like ordinary walking. (c) Due to the complex camera angles in
the dataset, some actions, like skating, resemble normal walking.

variability in the pose’s viewpoints. For instance, in the
ShanghaiTech dataset, skating is considered anomalous.
Because of some scenes’ view angles, the movements of
people walking (an action considered normal) toward the
camera from afar are subtle, resulting in a pose sequence
similar to a skater. This example is presented in 7c.

5. Ethical Considerations
Anomaly detection algorithms for surveillance are used

extensively because they help preserve safe environments.
However, these algorithms invade privacy and might intro-
duce bias based on appearance [6, 9, 33, 38]. On top of that,
deep-learning models can be reversed-engineered to reveal
their training samples [3, 24, 30].

Our method uses human pose data only, thus enforcing
fair decisions based only on the actions of the subject and
not his appearance. In addition, using human pose data per-
mits masking the identity of people in the training data. As
our training data is human poses, we can completely mask
the identity of the people in the dataset and guarantee pri-
vacy and anonymization.

We believe our work is a step in the right direction that
will allow society to benefit from the advantages of surveil-
lance systems while mitigating some of their shortcomings.

6. Conclusions
We propose a new human pose anomaly detection al-

gorithm, that works on a space-time graph representation
of human pose. The algorithm is based on a new Spatio-
Temporal Graph Normalizing Flows (STG-NF) architec-
ture, which is our adaption of normalizing flows to work
with space-time graph data. By design, our model focuses
on pose only and ignores nuisance parameters such as ap-
pearance or lighting. As a result, it is very lightweight, and
prevents bias against distinct minority groups.

Extensive experiments using unsupervised and super-
vised settings show our method’s robustness and generaliza-
tion, which achieves state-of-the-art results on the Shang-
haiTech and UBnormal benchmarks.
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