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(a) ADM [7] without (top) and with (bottom) SAG (b) Stable Diffusion [27] without (top) and with (bottom) SAG

Figure 1: Qualitative comparisons between unguided (top) and self-attention-guided (bottom) samples. Unlike classifier
guidance (CG) [7] or classifier-free guidance (CFG) [14], self-attention guidance (SAG) does not necessarily require an
external condition, e.g., a class label or text prompt, nor additional training, improving the details of the images generated by
pre-trained diffusion models such as (a) unconditional ADM [7] and (b) Stable Diffusion [27] with an empty prompt.

Abstract

Denoising diffusion models (DDMs) have attracted at-
tention for their exceptional generation quality and diver-
sity. This success is largely attributed to the use of class- or
text-conditional diffusion guidance methods, such as classi-
fier and classifier-free guidance. In this paper, we present a
more comprehensive perspective that goes beyond the tra-
ditional guidance methods. From this generalized perspec-
tive, we introduce novel condition- and training-free strate-
gies to enhance the quality of generated images. As a sim-
ple solution, blur guidance improves the suitability of inter-
mediate samples for their fine-scale information and struc-
tures, enabling diffusion models to generate higher quality
samples with a moderate guidance scale. Improving upon
this, Self-Attention Guidance (SAG) uses the intermediate
self-attention maps of diffusion models to enhance their sta-
bility and efficacy. Specifically, SAG adversarially blurs
only the regions that diffusion models attend to at each it-
eration and guides them accordingly. Our experimental re-

sults show that our SAG improves the performance of vari-
ous diffusion models, including ADM, IDDPM, Stable Dif-
fusion, and DiT. Moreover, combining SAG with conven-
tional guidance methods leads to further improvement.

1. Introduction

Recently, denoising diffusion models (DDMs) [31, 33,
12, 7, 13, 27], which synthesize images from noise through
an iterative denoising process, have been actively re-
searched and attracted attention due to their exceptional per-
formance in synthesizing high-quality and diverse images.

Behind this remarkable success lies the introduction of
diffusion guidance methods [7, 20, 14]. Several studies
have revealed that to improve the quality of image samples
generated by diffusion models, guidance techniques using
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class labels [7, 14] or captions [20] are essential. How-
ever, despite the significant improvement provided by these
guidance methods, they are bounded within the limits of
using external conditions. For example, classifier guidance
(CG) [7] requires the training of an additional classifier, and
classifier-free guidance (CFG) [14] adds complexity to the
training process through label-dropping. In addition, both
methods are limited by their need for hard-earned external
conditions, which binds them to conditional settings.

In light of the limitations mentioned above, in this work,
we present a more general formulation of diffusion guid-
ance that can make use of information within the intermedi-
ate samples of diffusion models. This formulation detaches
the necessary condition of traditional approaches [14, 7,
20], i.e., the requirement for external information, from dif-
fusion guidance, and facilitates a flexible and condition-free
approach to guide diffusion models. This broadens the ap-
plicability of diffusion guidance to cases with or without
external conditions.

Based on the generalized formulation and the intuition
that any internal information within intermediate samples
can also serve as guidance, we firstly propose blur guid-
ance as a straightforward solution to improve sample qual-
ity. Blur guidance uses the eliminated information resulting
from Gaussian blur to guide intermediate samples, exploit-
ing the benign property of Gaussian blur that it naturally
removes fine-scale details [15, 18, 26]. While our results
show that this method improves sample quality with a mod-
erate guidance scale, it becomes problematic with a large
guidance scale, since it may introduce structural ambiguity
in entire regions, which makes it difficult to align the pre-
diction of the degraded input with that of the original one.

To improve the effectiveness and stability of blur guid-
ance with a larger guidance scale, we explore the self-
attention mechanism of diffusion models. Generally, recent
diffusion models [12, 7, 21, 27, 13, 23] are equipped with
a self-attention module [36, 8] within their architecture.
Claiming that the self-attention is a key to capture salient
information during generation process [16, 41, 42, 10], we
present Self-Attention Guidance (SAG), which adversari-
ally blurs the region that contains salient information using
the self-attention map of diffusion models and guides diffu-
sion models with the residual information. Leveraging the
attention maps during the reverse process of diffusion mod-
els, it can encouragingly boost the quality and reduce the
artifacts through self-conditioning without requiring exter-
nal information nor additional training, as shown in Fig. 1.
The pseudocode and pipeline are provided in Alg. 1 and
Fig. 2(b), respectively.

In experiments, we evaluate the effectiveness of the pro-
posed approach by plugging it into various diffusion mod-
els including ADM [7], IDDPM [21], Stable Diffusion [27],
and DiT [23], which demonstrates our method’s broad ap-

plicability. We also show that in addition to the increased
sample quality when using SAG alone, performance fur-
ther improves when using it on top of existing guidance
schemes, i.e., classifier [7] or classifier-free [14] guidance,
demonstrating the orthogonality with the existing methods.
Finally, we present ablation studies to validate our choices.

To sum up, our work has the following contributions:

• Generalizing conditional guidance methods [7, 14, 20]
into a condition-free method that can be applied to any
diffusion model without external conditions, expand-
ing the applicability of guidance.

• Introducing novel guidance, dubbed Self-Attention
Guidance (SAG), that uses the internal self-attention
maps of diffusion models, improving sample quality
without external conditions or additional fine-tuning.

• Demonstrating the orthogonality of SAG to existing
conditional models and methods, enabling its flexi-
ble combination with others to achieve higher perfor-
mance.

• Presenting extensive ablation studies to justify the de-
sign choices and demonstrate the effectiveness of the
proposed method.

2. Related Work
Denoising diffusion models. Diffusion models [31],
which are closely related to score-based models [33, 34],
have attracted much attention owing to their superior
sampling quality and diversity. As a pioneering work,
DDPM [12] generates an image through an iterative process
that progressively performs denoising to recover an image.
Following this work, there have been several approaches
to improve the sampling process, in terms of quality and
speed [32, 21, 27, 13, 7]. Notably, IDDPM [21] additionally
predicts the variance of the reverse process of the diffusion
model. DDIM [32] accelerates the sampling speed by in-
troducing the non-Markovian diffusion process. LDM [27]
reduces the computational cost by processing the diffusion
process in the latent space.

Sampling guidance for diffusion models. Recent works
have proposed diffusion guidance methods based on class
labels to generate images with higher quality [7, 14]. Clas-
sifier guidance (CG) [7] is an approach that uses a trained
classifier that guides the reverse process toward a specific
class distribution. As an alternative strategy without an ad-
ditional classifier, Ho and Salimans [14] propose classifier-
free guidance (CFG). Due to its simplicity of implementa-
tion and effectiveness, the guidance has been used in vari-
ous high-quality diffusion models [25, 27, 35, 37, 20, 29].
Adopting the concepts of the guidance methods above,
Nichol et al. [20] propose text-to-image generation with
CLIP [24] guidance and CFG. However, these approaches

7463



Algorithm 1 Self-Attention Guidance (SAG) Sampling
Functions:
Model(xt): a diffusion model that outputs the predicted noise ϵt,
variance Σt, and self-attention map At given the input xt.
Gaussian-Blur(x̂0): a Gaussian blurring function.

xT ∼ N (0, I)
for t in T, T − 1, ..., 1 do
ϵt,Σt, At ← Model(xt)
Mt ← 1(At > ψ)
x̂0 ← (xt −

√
1− ᾱtϵt)/

√
ᾱt // Eq. 2

x̃0 ← Gaussian-Blur(x̂0)
x̃t ←

√
ᾱtx̃0 +

√
1− ᾱtϵt

x̂t ← (1−Mt)⊙ xt +Mt ⊙ x̃t // Eq. 15
ϵ̂t ← Model(x̂t)
ϵ̃t ← ϵ̂t + (1 + s)(ϵt − ϵ̂t) // Eq. 16
xt−1 ∼ N ( 1√

ᾱt
(xt − 1−αt√

1−ᾱt
ϵ̃t),Σt) // Eq. 1

end for
return x0

have limitations since they do not apply to unlabeled
datasets and require additional training procedures [7, 14].

Self-attention in generative models. A self-attention
mechanism is the key ingredient of Transformer-based
models [36]. Notably, it has become a de facto method
in natural language processing tasks [36] for its expres-
sive power and capability to encode global context, which
has inspired many works to incorporate this mechanism
into computer vision [8, 16, 41, 42]. Among those, Jiang
et al. [16] and Zhang et al. [41, 42] attempt to bring
self-attention into generative adversarial networks (GANs)
for better image quality. Following this, diffusion mod-
els have also brought self-attention into their model ar-
chitectures. DDPM [12] initiates this trend by introduc-
ing a self-attention layer at a coarse resolution of the U-
Net [28]. Inspired by this work, Dhariwal and Nichol [7]
measure the boost performance according to the varying
number of self-attention heads and resolutions. Concur-
rently, DiT [23] even accomplishes high performance lever-
aging Transformer-based backbones.

Internal representations of diffusion models. Moti-
vated by the success of diffusion models in generation tasks,
some works have tried to utilize the representations of dif-
fusion models to do other tasks, such as semantic segmen-
tation. Brempong et al. [2] show that the denoising pre-
training boosts the performance on semantic segmentation,
and Baranchuk et al. [1] propose a label-efficient strat-
egy for semantic segmentation using the U-Net [28] rep-
resentations of diffusion models. While specific tasks such
as text-driven manipulation using cross-attention has been
researched concurrently [10], these are inherently differ-
ent from improving and self-conditioning general diffusion
models in a condition-free way leveraging the internal self-
attention maps, which is mainly discussed in this paper.
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Figure 2: Comparison of classifier-free guidance [14] and
self-attention guidance (SAG). Compared to classifier-free
guidance that uses external class information, SAG extracts
the internal information with the self-attention to guide the
models, making it training- and condition-free.

3. Preliminaries
Denoising diffusion probabilistic models. DDPM [12]
is a model that recovers an image from white noise through
an iterative denoising process. Formally, given an im-
age x0 and a variance schedule βt at a timestep t ∈
{T, T − 1, . . . , 1}, we can obtain xt through the forward
process which is defined as a Markovian process. Sim-
ilarly, given a trained diffusion model parameterized by
ϵθ(xt, t) and Σθ(xt, t), we can define the reverse pro-
cess. In this case, we set Σθ(xt, t) to σ2

t = βt [12] al-
though it is possible to predict the variance [21, 7]. Specif-
ically, given xT ∼ N (0, I) and Σθ(xt, t), DDPM samples
xT−1,xT−2, . . . ,x0 by computing:

xt−1 =
1√
ᾱt

(xt −
βt√
1− ᾱt

ϵθ(xt, t)) + σtz, (1)

where αt = 1 − βt, ᾱt =
∏t

i=1 αi, z ∼ N (0, I), and ϵθ
denotes a neural network parameterized by θ. Note that for
simplicity, we define ϵθ(xt) := ϵθ(xt, t) for the rest of the
paper. Using the reparameterization trick, we can obtain x̂0,
an intermediate reconstruction of x0 at a timestep t, using
the following equation:

x̂0 = (xt −
√
1− ᾱtϵθ(xt, t))/

√
ᾱt. (2)

Classifier guidance and classifier-free guidance. To
bring the capability of GANs’ trading diversity for fidelity
to diffusion models, Dhariwal and Nichol [7] propose the
classifier guidance that uses an additional classifier p(c|xt),
where c is a class label. The guidance can be formulated as
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the following with a guidance scale s > 0:

ϵ̃(xt, c) = ϵθ(xt, c)− sσt∇xt log p(c|xt), (3)

where ϵθ(xt, c) is a conditional diffusion model, and
ϵ̃(xt, c) is the guided output by the classifier. On the other
hand, Ho and Salimans [14] present a classifier-free guid-
ance strategy that achieves the similar effect as classifier
guidance without the use of an additional classifier:

ϵ̃(xt, c) = ϵθ(xt, c) + s(ϵθ(xt, c)− ϵθ(xt)) (4)
= ϵθ(xt) + (1 + s)(ϵθ(xt, c)− ϵθ(xt)). (5)

However, this method still demands hard-earned labels and
confines the application to conditional diffusion models that
use external conditions such as class or text [20, 27, 29] con-
ditions. Moreover, it requires additional training detail that
occasionally zero-outs the class embedding in the training
phase [14], thus imposing extra complexity.

Self-attention in diffusion models. Several works of dif-
fusion models use the U-Net structure [28] with self-
attention [36] at one or some of the intermediate lay-
ers [12, 7]. Moreover, very recently, diffusion models us-
ing Transformers [36] as the backbone has also been pro-
posed [23]. Specifically, for the height H and width W ,
given any feature map Xt ∈ R(HW )×C at a timestep t, the
N -head self-attention is defined as:

Qh
t = XtW

h
Q, Kh

t = XtW
h
K , (6)

Ah
t = softmax(Qh

t (K
h
t )

T /
√
d), (7)

where Wh
Q,W

h
K ∈ RC×d for h = 0, 1, ..., N − 1. Each

Ah
t is then right multiplied by V h

t = XtW
h
V , where Wh

V ∈
RC×d.

4. Generalizing Diffusion Guidance
Although classifier guidance and classifier-free guidance

have largely contributed to the conditional generation of dif-
fusion models [7, 14, 20], they depend on external inputs. In
this work, we broaden our perspective by extending them to
handle both cases: with or without external inputs. We also
show how CFG [14] can be integrated into our framework
at the end of this section.

At a given timestep t, the entire input for a diffusion
model comprises a generalized condition represented as ht,
and a perturbed sample x̄t that lacks ht. More specifically,
the condition ht can encompass internal information within
xt, an external condition, or both. With this definition, the
resulting guidance is formulated through the utilization of
an imaginary regressor, pim(ht|x̄t), which is assumed to
predict ht given x̄t. Modifying guidance proposed in prior
works [34, 7], we present:

ϵ̃(x̄t,ht) = ϵθ(x̄t,ht)− sσt∇x̄t
log pim(ht|x̄t), (8)

Figure 3: Comparison of blur guidance with self-
attention guidance (SAG) under a large guidance scale.
Given an extreme guidance scale (s = 5.0), blur guidance
generates relatively noisy images (top) compared to those
generated with SAG (bottom).

where we slightly abuse the notation for ϵθ(x̄t,ht) since
we assume that the inputs are simply aggregated to match
the original whole input. Intuitively, the gradient of the re-
gressor, ∇x̄t

log pim(ht|x̄t), guides generated samples to be
more suitable with that information.

With Bayes’ rule, pim(h|x̄t) ∝ p(x̄t|h)/p(x̄t), and the
score of an imaginary regressor pim(ht|x̄t) is derived:

∇x̄t
log pim(ht|x̄t) = − 1

σt
(ϵ∗(x̄t,ht)− ϵ∗(x̄t)), (9)

where ϵ∗ denotes the true score of the regressor. Eventually,
this term is plugged into Eq. 8 and produces:

ϵ̃(x̄t,ht) = ϵθ(x̄t,ht)− sσt∇x̄t log pim(ht|x̄t) (10)
= ϵθ(x̄t,ht) + s(ϵθ(x̄t,ht)− ϵθ(x̄t)) (11)
= ϵθ(x̄t) + (1 + s)(ϵθ(x̄t,ht)− ϵθ(x̄t)). (12)

Note that Eq. 11 induces a constraint that x̄t be in-manifold
that the diffusion model ϵθ defines. Also note that CFG [14]
is a special case of Eq. 12 where x̄t = xt, ht = c, and the
imaginary regressor pim(ht|x̄t) is reduced into the implicit
classifier in [14].

Benefiting from this formulation, we can also define dif-
fusion guidance on unconditional models, which have a sole
noised image xt as an input and no external label [14, 7], by
making it self-conditional on visual information within the
intermediate samples of the reverse process. In this light,
we present comprehensive discussions on how to find ap-
propriate ht for unconditional models and according x̄t,
and subsequently propose guidance in Section 5.

5. Utilizing the Self-Attention Map to Improve
Sample Quality

The derivation presented in Section 4 implies that by ex-
tracting salient information ht contained in xt, it is possible
to provide guidance to the reverse process of diffusion mod-
els. Inspired by this implication, we propose an innovative
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Dataset Input # of steps SAG FID (↓) sFID (↓) IS (↑) Precision (↑) Recall (↑)

ImageNet 256×256 Uncond. 250
✗ 26.21 6.35 39.70 0.61 0.63
✓ 20.08 5.77 45.56 0.68 0.59

ImageNet 256×256 Cond. 250
✗ 10.94 6.02 100.98 0.69 0.63
✓ 9.41 5.28 104.79 0.70 0.62

LSUN Cat 256×256 Uncond. 250
✗ 7.03 8.24 - 0.60 0.53
✓ 6.87 8.21 - 0.60 0.50

LSUN Horse 256×256 Uncond. 250
✗ 3.45 7.55 - 0.68 0.56
✓ 3.43 7.51 - 0.68 0.55

Table 1: 50K results of self-attention guidance on ADM [7] pre-trained on 256×256 images. The best values are in bold.

Figure 4: High-frequency masks (top) and the self-
attention masks (bottom) of the finally generated im-
ages. Note that the frequency masks are calculated after
the generation process, while the self-attention masks are
accumulated during the entire reverse process.

guidance technique, Self-Attention Guidance (SAG), which
effectively capture the salient information for reverse pro-
cess while mitigating the risk of out-of-distribution issues
of x̄t in pre-trained diffusion models. We first explain blur
guidance, which is a primitive form of SAG, in Section 5.1,
and then we introduce SAG in Section 5.2.

5.1. Blur Guidance for Diffusion Models

Gaussian blur is a linear filtering technique that involves
convolving an input signal x̂0 with a Gaussian filter Gσ to
produce an output x̃0. Formally, x̃0 = x̂0 ∗ Gσ , where ∗
represents the convolution operator. As the standard devi-
ation σ increases, Gaussian blur reduces the fine-scale de-
tails within the input signals and smooths them towards con-
stant [26], resulting in locally indistinguishable ones.

It is evident that there is an information imbalance be-
tween x̃0 and x̂0, where x̂0 contains more fine-scale infor-
mation. Based on this fundamental insight, we introduce
a specialized version of Eq. 12, which we refer to as blur
guidance in this paper. In essence, blur guidance inten-
tionally excludes the information from intermediate recon-
structions (Eq. 2) during the diffusion process, using this
information to guide our predictions towards enhancing the
relevance of the images to the information. In detail, blur

Schedule Objective Input SAG FID (↓)

cosine Lhybrid Uncond.
✗ 19.2
✓ 18.0

Table 2: A 50K result of self-attention guidance on ID-
DPM [21] pre-trained on ImageNet 64×64.

0% 50% 100%
Win Rate

Without SAG

With SAG

15.8

84.2

Figure 5: A result of human evaluation on self-attention
guidance with pairs sampled from Stable Diffusion [27].

guidance makes the original prediction deviate more from
the prediction of the blurred input. Moreover, we note that
Gaussian blur has a benign property in that it prevents the
resulting signals from deviating significantly from the orig-
inal manifold with a moderate σ, i.e., blurring occurs nat-
urally in images [15, 18, 26], which makes Gaussian blur
particularly suitable for its application to pre-trained diffu-
sion models. These models generally include latent diffu-
sion models [27], given that the spatial latents also contains
low-level information such as local structures [9, 22].

To be specific, we first blur x̂0 at Eq. 2 with a Gaussian
filter Gσ . Subsequently, we diffuse it again with the noise
ϵθ(xt) to produce x̃t. It is important to note that by doing
this, we bypass the side effect of blur that reduces Gaus-
sian noise, making the guidance depend on the intermediate
content rather than the random noise. For brevity and to in-
corporate diffusion models in latent space [27], we let xt

represent either noised images or the spatial latents [9, 27].
The blur guidance is then incorporated into Eq. 12 by

setting x̄t = x̃t and ht = xt−x̃t. In practice, the joint input
(x̃t,ht) is simply computed as the summation xt = x̃t+ht.
The term xt − x̃t retains the information present before the
blurring process, thus guiding the diffusion process to be
more appropriate to the removed salient information in the
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(a) Results from ADM [7].

(b) Results from ADM [7] with our method (SAG).

Figure 6: Uncurated samples from ADM [7] without and
with our method (SAG). Both results are sampled from
unconditional ADM pre-trained on ImageNet 256×256 [6],
and share the same random seed. The samples guided by
SAG typically show fewer artifacts, benefiting from the
self-conditioning of the internal conditions.

original input. Our results, as shown in Table 5 “Global”,
demonstrate the effect of blur guidance in improving the
baseline in terms of the quality metrics.

Despite its benefit with moderate guidance scales, the
application of blur guidance on existing models with large
guidance scales (s > 5.0) produces noisy results, as shown
in the top row of Fig. 3. We assume that this is because
global blur introduces structural ambiguity across entire re-
gions. This makes it difficult to align the prediction of the
degraded input with that of the original, contributing to the
noisy outcome accumulated over t. This issue highlights
the need for a more adaptive approach that can capture finer
and more relevant information during the reverse process
than the global blurring.

5.2. Self-Attention Guidance for Diffusion Models

The self-attention mechanism [8, 36] has been shown
to be a key component of diffusion models [7, 12]. This
mechanism, which is implemented in the backbones of dif-
fusion models, allows the model to attend to salient parts of
the input during the generative process [16, 41, 42, 10]. A
particular example of the information capture is illustrated
in Fig. 4, which shows that the region of the self-attention
masks from ADM [7] overlaps with the high-frequency de-

(a) Results from Stable Diffusion [27].

(b) Results from Stable Diffusion [27] with our method (SAG).

Figure 7: Uncurated samples from Stable Diffusion [27]
without and with our method (SAG). Both results are
sampled from Stable Diffusion, and share the same random
seed. The prompt is set to an empty prompt with a single
space (“ ”).

tails that diffusion models ought to elaborate on and that are
one of essential factors of image generation [4, 38, 39] and
human perception [5]. See the supplementary material for
more examples and analyses.

Building upon this intuition, we propose SAG, which
leverages the self-attention maps of diffusion models. In
essence, we adversarially blur self-attended patches of xt,
i.e., conceal the information of patches that diffusion mod-
els attend to. We then use the concealed information to
guide diffusion models. In addition, it can be shown that
x̄t of self-attention guidance contains intact regions of xt,
which means that it does not cause the structural ambiguity
of the inputs and thus mitigates the problem of global blur.

To obtain the aggregated self-attention map from Eq. 7,
we conduct global average pooling (GAP) to aggregate the
stacked self-attention maps AS

t ∈ RN×(HW )×(HW ) to the
dimension RHW , followed by reshaping to RH×W and sub-
sequent nearest-neighbor upsampling to match the resolu-
tion of xt:

At = Upsample(Reshape(GAP(AS
t ))). (13)

Generalizing blur guidance, given a masking threshold ψ,
which is practically set to the mean value of At, SAG
blurs only the masked patches of xt according to the self-
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“A girl
showing a

smiling face.”

“A living area
with a television

and a table.”

“A Scottish Fold
playing with a

ball.”

“ ”

Figure 8: Text-to-image results of Stable Diffusion [27],
where the top row is sampled with only CFG and the
bottom row with CFG and SAG. SAG helps the model
generate a high-quality image that is more self-conditioned
and has fewer artifacts even with an empty prompt (4th col-
umn), exhibiting independence from external information.

attention map and is formulated as follows:

Mt = 1(At > ψ), (14)
x̂t = (1−Mt)⊙ xt +Mt ⊙ x̃t, (15)
ϵ̃(xt) = ϵθ(x̂t) + (1 + s)(ϵθ(xt)− ϵθ(x̂t)), (16)

where ⊙ denotes the Hadamard product and x̃t is obtained
in the same manner as that in Sec. 5.1. Note that Eq. 16 is
also a special case of Eq. 12 where ht =Mt⊙xt−Mt⊙x̃t,
x̄t = x̂t, and the joint input undergoes the simple summa-
tion as in Sec. 5.1. Unlike blur guidance, x̂t explicitly con-
tains intact patches of xt, preventing the output ϵθ(x̂t) from
deviating too far from the original with even a large scale
(Fig. 3) as well as effectively concealing the information
critical for the reverse process in an adversarial manner.

6. Experiments
6.1. Experimental Settings

For the experiments, we use two servers with 8 NVIDIA
GeForce RTX 3090 GPUs each to sample from. We build
upon the pre-trained models of ADM [7], IDDPM [21], Sta-
ble Diffusion [27], and DiT [23]. We take all the weights
for our experiments from their publicly available reposito-
ries, and use the same evaluation metrics as [7], including
FID [11], sFID [19], IS [30], and Improved Precision and
Recall [17].

6.2. Experimental Results

Unconditional generation with SAG. We show the ef-
fectiveness of SAG on the unconditional models, which
demonstrates our condition-free property that CG and
CFG do not possess. We use unconditionally pre-trained

CG [7] SAG FID (↓) sFID (↓) Precision (↑) Recall (↑)

✗ ✗ 5.91 5.09 0.70 0.65
✓ ✗ 2.97 5.09 0.78 0.59
✗ ✓ 5.11 4.09 0.72 0.65
✓ ✓ 2.58 4.35 0.79 0.59

Table 3: Compatibility of SAG with CG [7]. The results
are from ADM trained on ImageNet 128×128.

Model CFG [14] SAG FID (↓)

DiT-XL/2 [23] ✓ ✗ 2.27
✓ ✓ 2.16

Table 4: Compatibility of SAG with CFG [14]. The re-
sults are from DiT-XL/2 trained on ImageNet 256×256.

Masking strategy FID (↓) IS (↑)

Baseline 5.98 141.72

Global (blur guidance in Sec. 5.1) 5.82 143.15
High-frequency 5.74 148.87

Random 5.68 148.99
Square 5.68 146.50

Self-attention (SAG in Sec. 5.2) 5.47 151.12
DINO [3]-attention 5.63 146.18

Table 5: Ablation study of the masking strategy. The
results are from ADM trained on ImageNet 128×128.

ADM [7] and IDDPM [21] for this experiment, and evalu-
ate 50k samples for the metrics.

We evaluate pre-trained ADM [7] on ImageNet [6]
256×256, LSUN Cat [40], and LSUN Horse [40]. As
shown in Table 1, we observe that SAG consistently im-
proves the FID, sFID and IS of unconditional, while it low-
ers the recall. As explained in recent studies [7, 14], we
suspect for the lower recall that there also exists a trade-off
relationship between sample fidelity and diversity. Never-
theless, the qualitative improvement is made due to the self-
conditioning of our method, as we can see the comparison
of unselected samples in Fig. 6.

Subsequently, we include the results of the unconditional
model of IDDPM [21] equipped with the proposed method,
which is trained on ImageNet at resolution 64×64. The
result is in Table 2, which also shows an improvement in
terms of FID by applying SAG.

Conditional generation with SAG. While our method
is effective on unconditional models, Eq. 12 implies the
condition-agnosticity, meaning that SAG can also be ap-
plied to conditional models. To evaluate SAG on condi-
tional models, we perform an experiment on ADM [7] that
is conditionally trained on ImageNet 256x256. The results
are presented in Table 1, which demonstrates a similar ef-
fect on conditional models as on unconditional ones.

Stable Diffusion with SAG. We compare our results with
Stable Diffusion [27] using human evaluation (see the sup-
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Figure 9: Ablation study of the guidance scale. The x-
axis is guidance scale, and the dotted line denotes the per-
formance of the baseline, i.e., the model without SAG. The
results are from ADM trained on ImageNet 128×128.

plementary material for the protocol) on 500 pairs of im-
ages with and without SAG. We use empty prompt for Sta-
ble Diffusion and the same random seed for each pair. The
results show samples with SAG are more visually favorable
or realistic to human. See Fig. 5 and Fig. 7.

In addition, we also broaden the range to text-to-image
(T2I) generation by utilizing Stable Diffusion and fusing
CFG with SAG, although SAG is not intended for the spe-
cific T2I task. Notably, in Fig. 8, the image samples gen-
erated from the model with SAG show higher quality and
fewer artifacts due to the self-conditioning effect of SAG.
Interestingly, even with an empty prompt (Fig. 7 and Fig. 8
4th column), we observe an obviously improved quality.
This corroborates the independence of SAG with an exter-
nal condition.

6.3. Ablation Studies and Analyses

Orthogonality with CG and CFG. Although designing
SAG for unguided models, we can combine it with CG [7]
that utilizes external conditions to further improve the per-
formance. To this end, we test four cases to use the guid-
ance, with or without CG and SAG. The metrics are evalu-
ated on 50k samples generated by the ImageNet 128×128
model [7]. As shown in Table 3, we observe additional im-
provements in FID and precision when using both of them,
yet in terms of sFID only giving SAG is the best. This im-
plies that SAG have an orthogonal component with and can
be used simultaneously with traditional guidance.

Moreover, CFG [14] is another method of providing
class-conditional guidance. However, it requires diffusion
models to be trained in a specific manner. Therefore, we
use DiT-XL/2 [23], a Transformer [36]-based model which
has self-attention layers as well. The 50k results are pre-
sented in Table 4. They show that samples guided by CFG

σ
Baseline

σ = 1 σ = 3 σ = 9 σ = 27
Avg. pixel

(σ → 0) (σ → ∞)

FID (↓) 5.98 5.58 5.47 5.70 5.80 5.84
IS (↑) 141.72 145.85 151.12 148.70 147.83 147.52

Table 6: Ablation study of the sigma (σ) of Gaussian
blur. The results are from ADM trained on ImageNet
128×128.

No guidance SAG CFG [14]

GPU memory 12,167MB 12,209MB 12,218MB
Run-time 108.27s 186.60s 190.27s

Table 7: Computational cost.

also benefit from the self-conditioning effect of SAG. Note
that the combined effect of SAG and CFG is also corrobo-
rated by text-to-image samples in Fig. 8.

Masking strategy. We test various masking strategies to
verify the effectiveness of our self-attention masking with
10k samples on ADM [7]. Those strategies replace the
masking function of SAG at each timestep. For a fair com-
parison, we mask 40% of the pixels of the image for the
other masking schemes, which is the equivalent portion of
the masked area when the threshold of the self-attention
masking is 1.0. The results are in Table 5. We find that the
self-attention masking strategy outperforms other masking
strategies. Notably, applying global masking, i.e. blur guid-
ance, shows the worst performance among the schemes,
which validates the motivation for SAG. In addition, we ap-
plied the high-frequency mask using FFT on x̂0, as well as
the self-attention mask of DINO [3]. However, these meth-
ods demonstrated worse performance than ours in terms of
FID and IS metrics. Therefore, this result indicates that the
self-attention masking is a sufficiently effective method.

Guidance scale. We also evaluate the performance
changes as the guidance scale changes with 10k samples on
ADM [7]. As shown in Fig. 9, we test the scales of −0.1,
0.1, 0.2, 0.3, and 0.4 to ADM and obtain the best FID, sFID,
and Inception Score at the guidance scale s = 0.1. The pre-
cision metric shows the best results when the guidance scale
is s = 0.3. We also find out that applying self-attention
guidance with a negative scale (s = −0.1) or a scale that is
too large (s ≥ 0.4) harms the sample quality.

Gaussian blur. We examine the effect of changes on σ
using 10k samples, testing for σ ∈ {1, 3, 9, 27} and the
extreme cases. As σ → ∞, the filter gradually blurs the
signal content, reducing every pixel to the average value.
Conversely, if σ → 0, the signal remains unchanged. The
results are in Table 6. SAG is robust against linear changes
in σ, while there still exists an optimal σ that yields the best
performance. Note that the impact also depends on the input
resolution; for instance, a higher input resolution generally
requires a larger σ.
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Computational cost. We report the computational cost of
SAG and CFG [14] in Table 7. The memory and time con-
sumption of SAG is almost the same as CFG, which indi-
cates that the overhead due to the operations in SAG (e.g.,
blurring and masking) is negligible. However, due to the
additional step, the cost is high compared to no guidance.

7. Conclusion
We present a novel and general formulation of guidance

that utilizes internal information within diffusion models
for synthesizing high-quality images. Our method, self-
attention guidance, is condition- and training-free, and can
be applied to various diffusion models, such as ADM, ID-
DPM, Stable Diffusion, and DiT, improving their quality
and reducing the artifacts via self-conditioning. The results
of our experiments demonstrate the effectiveness of our pro-
posed method and the orthogonality of self-attention guid-
ance to existing guidance methods. With the findings and
the generalization of guidance, we believe that our work
opens new avenues for further research in the field of de-
noising diffusion models and their guidance.
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