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Figure 1: SHERF is a single image-based generalizable Human NeRF. With just one inference pass on a single image,
SHERF reconstructs Human NeRF in the canonical space which can be driven and rendered for novel view and pose synthesis.

Abstract

Existing Human NeRF methods for reconstructing 3D hu-
mans typically rely on multiple 2D images from multi-view
cameras or monocular videos captured from fixed camera
views. However, in real-world scenarios, human images
are often captured from random camera angles, presenting
challenges for high-quality 3D human reconstruction. In
this paper, we propose SHERF, the first generalizable Hu-
man NeRF model for recovering animatable 3D humans
from a single input image. SHERF extracts and encodes 3D
human representations in canonical space, enabling render-
ing and animation from free views and poses. To achieve
high-fidelity novel view and pose synthesis, the encoded
3D human representations should capture both global ap-
pearance and local fine-grained textures. To this end, we
propose a bank of 3D-aware hierarchical features, including
global, point-level, and pixel-aligned features, to facilitate
informative encoding.Global features enhance the informa-
tion extracted from the single input image and complement
the information missing from the partial 2D observation.
Point-level features provide strong clues of 3D human struc-
ture, while pixel-aligned features preserve more fine-grained
details. To effectively integrate the 3D-aware hierarchical
feature bank, we design a feature fusion transformer. Exten-
sive experiments on THuman, RenderPeople, ZJU_MoCap,
and HuMMan datasets demonstrate that SHERF achieves
state-of-the-art performance, with better generalizability for
novel view and pose synthesis. Our code is available at

*Equal contribution

https://github.com/skhu101/SHERF.

1. Introduction
Human NeRFs aim to recover high-quality 3D humans

from 2D observations, avoiding the need to capture ground
truth 3D geometry information [58, 13, 57, 78, 54, 75, 68,
30, 31, 73, 39, 23, 15, 84]. The development of Human
NeRFs addresses a long-standing scientific request and has
the potential to enable real-world applications e.g. VR/AR.
By leveraging Human NeRF, we can reconstruct 3D humans
directly from 2D observations, saving time and effort to
collect ground truth 3D information.

Existing Human NeRF methods can be classified into two
categories. The first category focuses on reconstructing 3D
humans from monocular or multi-view videos [58, 13, 57,
78, 54, 75, 68, 30, 31, 73]. These methods optimize subject-
specific Human NeRF, which are time-consuming and not
suitable for the rapid applications of Human NeRF. To ad-
dress the slow optimization process, the second category of
Human NeRF methods [39, 23, 15, 84] propose to learn gen-
eralizable Human NeRF models. These methods can recon-
struct Human NeRF from a few multi-view human images in
a single forward pass, which largely speeds-up the process.
Although these methods can achieve acceptable performance
in 3D human reconstruction, they require multi-view images
under well-defined camera angles, limiting their applicabil-
ity in real-world scenarios where only a single image with
a random angle is available. MonoNHR [15] addresses this
gap by exploring novel view synthesis from a single image.
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But it cannot animate the reconstructed Human NeRF with
novel poses, still limiting its applicability.

Recovering animatable 3D humans from a single human
image with generalizable Human NeRF is a challenging
problem due to two main challenges. The first challenge is
the missing information from the partial observation. Exist-
ing generalizable Human NeRF [39, 23] focus too much on
local feature preservation, while struggle to complement the
missing information. The second challenge is reconstructing
animatable 3D humans from a single human image. To
make animatable Human NeRF from partial observations, it
is necessary to complete missing appearance while also en-
suring coherent understanding of 3D human structure. This
poses additional challenges beyond the task of simply com-
pleting missing information.

In this work, we propose SHERF, the first generalizable
Human NeRF based on single image inputs. We propose a
hierarchical feature bank to address the challenge of infor-
mation missing from the single image input. This feature
bank includes global, point-level, and pixel-aligned features,
which enable informative 3D human representations encod-
ing. The hierarchical feature bank captures both the global
human structure and local fine details, which are essential for
high-fidelity human NeRF reconstruction. In addition, we
introduce a feature fusion transformer to effectively merge
features in the hierarchical feature bank. As illustrated in
Fig. 1, our method can reconstruct correct colors for visible
areas and provide plausible guesses for non-observable ar-
eas. The former is attributed to the fine-grained 3D-aware
features that are crucial for reconstructing accurate geometry
and color details, while the latter is enabled by the global
features that allow color inference of invisible parts. The
combination of these abilities leads to our method’s capabil-
ity of generating high-quality novel views and poses.

To address the challenge of animatability, SHERF models
the 3D human representation in canonical space, making it
amenable to pose transformation and rendering. We use the
SMPL prior [46] to transform hierarchical features extracted
from the input image to the canonical space, where they are
encoded to better complete missing information and acquire
the human structure information.

We evaluate SHERF on several datasets including THu-
man [82], RenderPeople [1], ZJU_MoCap [59] and HuM-
Man [9]. Our results show that SHERF outperforms previous
state-of-the-art generalizable Human NeRF methods in both
novel view and novel pose synthesis with single images as
inputs. We also conduct a detailed analysis on the effects of
varying input camera views, which provides further insights
into SHERF. Our main contributions are as follows:
1) To the best of our knowledge, SHERF is the first generaliz-
able Human NeRF model to recover animatable 3D humans
from a single human image. It pushes the boundaries of
Human NeRF to a more general setting and bridges the gap

of applying Human NeRF in real-world scenarios.

2) With 3D-aware hierarchical features, SHERF learns both
fine-grained and global features to recover texture details and
complement information missing from partial observations.

3) SHERF achieves state-of-the-art performance compared
with previous generalizable Human NeRF methods [39, 23]
in both novel view and novel pose synthesis on four large-
scale datasets.

2. Related Work

Human NeRF. NeRF [50, 69] has inspired research in
3D human reconstruction. Human NeRF can synthesize
high-fidelity novel views or poses of 3D humans, given
multi-view or monocular human videos. Neural Body [58]
applies sparse convolutions to model the radiance vol-
ume, while others model human NeRF in the canonical
space [13, 57, 78, 54, 75, 68, 30, 31, 73] using SMPL LBS
weights or optimizing LBS weights with appearance. While
these methods achieve impressive results, they often require
time-consuming optimization and dense observations. To ad-
dress this, there has been a growing interest in generalizable
human NeRF [39, 23, 15, 84, 27]. These methods require
fewer observations and only one forward pass. This work
also aims to develop generalizable human NeRF and tackle
a more challenging scenario, recovering animatable human
NeRF from a single image.

Monocular Human Reconstruction. Statistical 3D human
models [46, 56, 32, 62, 79] have enabled the reconstruction
of 3D humans from monocular observations. Using these
models, researchers have estimated coarse human shapes
and poses [34, 36, 37, 38]. To model the complex shape of
clothed humans, mesh deformation is estimated [2, 3, 4, 60,
87]. Implicit representations, such as SDF, have been used
to improve geometry quality [63, 64, 25, 42, 19, 40, 8, 80].
To take advantage of both explicit and implicit representa-
tions, researchers have explored combining these represen-
tations [6, 7, 28, 26, 85, 77, 76, 5, 17] for better generaliz-
ability and reconstruction quality. In comparison, with the
advantages of NeRF, we do not need 3D ground truth for
training. Moreover, we reconstruct humans in the canonical
space, which can be easily driven with novel poses.

Generalizable NeRF. NeRF requires dense calibrated
views [50, 52], but recent advances have led to the develop-
ment of generalizable NeRF that can work with very few or
even single views. Cross-scene multi-view aggregators [72,
12, 44, 71] can synthesize novel views by learning to aggre-
gate sparse views. Other works [22, 43, 67, 49, 24, 65, 10]
encode observations to latent space and decode to NeRF. Our
work focuses on generalizable Human NeRF that encodes
single human images into the canonical 3D space.
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Figure 2: SHERF Framework. To render the target image, we first cast rays and sample points in the target space. The
sample points are transformed to the canonical space through inverse LBS. We then query the corresponding 3D-aware global,
point-level, and pixel-aligned features. The deformed points, combined with the bank of features, are input into the feature
fusion transformer and NeRF decoder to get the RGB and density, which are further used to produce the target image through
volume rendering.

3. Our Approach
3.1. Preliminary

NeRF [51] learns an implicit continuous function which
takes as input the 3D location x and viewing direction d of
each point and predicts the volume density σ ∈ [0,∞) and
color value c ∈ [0, 1]3, i.e., FΦ : (γ(x), γ(d)) → (c, σ),
where FΦ is parameterized by a multi-layer perception
(MLP) network, γ is the positional embedding. To render
the RGB color of pixels in the target view, rays are cast from
the camera origin o through the pixel with the direction d.
Based on the classical volume rendering [33], the expected
color Ĉ(r) of the camera ray r(t) = o+ td is computed as

Ĉ(r) =

∫ tf

tn

T (t)σ(r(t))c(r(t),d)dt, (1)

where tn and tf denote the near and far bounds, T (t) =

exp(−
∫ t

tn
σ(r(s))ds) denotes the accumulated transmit-

tance along the direction d from tn to t. In practice, the
continuous integral is approximated with the quadrature
rule [47] and reduced to the traditional alpha compositing.
SMPL [46] is a parametric human model which defines β,θ
to control body shapes and poses. In this work, we apply the
Linear Blend Skinning (LBS) algorithm of SMPL to trans-
form points from the canonical space to target/observation
spaces. Formally, a 3D point xc in the canonical space is
transformed to an observation space defined by pose θ as
xo =

∑K
k=1 wkGk(θ,J)x

c, where K is the joint number,

Gk(θ,J) is the transformation matrix of joint k, wk is the
blend weight. The transformation from target/observation
spaces to the canonical space, namely inverse LBS, can be
defined with inverse transformation matrices.

3.2. Overview

The goal of SHERF is to train a generalizable Human
NeRF model which can synthesize novel views and poses
of 3D humans from a single image input. For the input
human image, we assume the calibrated camera parameters
and the human region masks are known. We also assume the
corresponding SMPL parameters {θ,β}) are given.

The overall framework of SHERF is shown in Fig. 2.
The input is a single human image Io and its correspond-
ing camera parameters P o and SMPL pose θo and shape
βo. The output is the human rendering in the target camera
view P t with SMPL pose θt and shape βt. To render an
image in the target space, we cast rays and sample points
xt along the ray. xt is transformed to the canonical space
xc through the inverse LBS. We then query the bank of
3D-aware hierarchical features, i.e., global feature fglobal,
point-level feature fpoint and pixel-aligned feature fpixel,
from their corresponding feature extraction modules. To effi-
ciently integrate features from the feature bank, we further
apply a feature fusion transformer to get the fused features
ftrans(x

c) for xc as follows:

ftrans(x
c) = Attn(fglobal(x

c),fpoint(x
c),fpixel(x

c)).
(2)
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The point xc, along with the fused features ftrans(x
c), are

fed into the NeRF decoder to predict the density σ and RGB
c. Finally, volume rendering is performed in the target space
to render the pixel colors by integrating the density and RGB
values of sampled 3D points along the rays in the target
space. In the following parts, we introduce details of the
hierarchical feature extraction scheme and the feature fusion
transformer.

3.3. Hierarchical Feature Extraction

The bank of 3D-aware hierarchical features comprises
global, point-level and pixel-aligned features. With both
global and fine-grained information learned from the bank of
hierarchical features, SHERF enhances information observ-
able from the input image and complements the information
missing from the partial observation.
Global Feature. Capturing the global structure and overall
appearance is essential for recovering Human NeRF from
partial observations. As shown in previous work [14, 21, 29,
48, 53, 55, 61], compressing the whole scene into a compact
latent code fglobal helps the encoding of such global infor-
mation. Therefore, as shown in Fig. 2, we compress the input
image into a compact latent code using a 2D encoder. To
efficiently decode the 3D representation from the compact la-
tent code, we involve the tri-plane representation [11], which
plays an important role in missing information completion.
The compact latent code is first mapped to a 512-dimensional
style vector through the mapping network [35]. The style
vector is then fed into the style-based encoders [35] to gen-
erate features which are further reshaped to the tri-plane
representation to model Human NeRF in the canonical space.
Finally, points transformed to the canonical space xc are pro-
jected to 3 planes through orthogonal projection to extract
the 3D-aware global features fglobal(x

c).
Point-Level Feature. For single image Human NeRF, it is
important to recover both global structure and local details
from the input image, which can be bridged by an underlying
explicit human model, i.e. SMPL. We first extract per-point
features by projecting SMPL vertices to the 2D feature map
of the input image, as shown in Fig. 2. In the single human
image input setting, one problem with the above feature ex-
traction process is that only half of the SMPL vertices are
visible from the input view. Therefore, to make the point-
level feature aware of occlusions, we only extract features
for vertices visible from the current camera P o. Then we
perform inverse LBS to transform the posed vertices features
to the canonical space, which are then voxelized to sparse
3D volume tensors and further processed by sparse 3D con-
volutions [16]. From the encoded sparse 3D volume tensors,
we can extract point-level features fpoint(x

c) for point xc.
The point-level features are aware of the 3D human structure
and local texture details, which are helpful to infer textural
information of Human NeRF in a more detailed level.

Pixel-Aligned Feature. The point-level features extraction
uses SMPL prior and spatial convolution for both global and
local feature enhancement. However, it may suffer from
significant information loss due to the limited SMPL mesh
resolution and the voxel resolution. To compensate for the
fine-grained local information missing problem, we further
extract the pixel-aligned features by projecting 3D deformed
points xc into the input view. As shown in Fig. 2, we trans-
form the deformed point xc to xo = LBS(xc;θo,βo) in
observation space through LBS and project it to the input
view so that pixel-aligned features fpixel(x

c) can be queried,
which can be formulated as

fpixel(x
c) = Π(W (Io);LBS(xc;θo,βo)), (3)

where W is the 2D feature encoder, Π(·) denotes the 3D-to-
2D projection operator. When used in the multi-view input
setting, the variance of pixel-aligned features from different
views can indicate whether 3D points are near the 3D surface
or not. While in our single image setting, the pixel-aligned
features can not encode such implicit information, especially
when the 3D points xc are far from the surface. To avoid
overfitting to the uninformative pixel-aligned features, we
assign different weights* to pixel-aligned features according
to the distance between the corresponding 3D deformed
point xc and its nearest SMPL vertex.

3.4. Feature Fusion Transformer

The above hierarchical features effectively encode differ-
ent levels of texture and 3D structural information. However,
it is not trivial to fuse these features. Intuitively, for the
observable parts, we should rely more on the pixel-aligned
feature for the finest level of texture recovery. While for
the invisible parts, the global features and the point-level
features, where more coherent 3D-aware information are
encoded, should contribute more. To model such com-
plex feature relations, we employ the self-attention module
Attn(·) [70, 18, 20] with three attention heads for effective
feature fusion, i.e.,

Attn(Q,K, V ) = Softmax(
QKT

√
d

)V, (4)

where query Q, key K and value V are obtained by project-
ing the hierarchical features using MLPs. d is the scaling
coefficient. The fused features are input into the NeRF de-
coder to predict the density σ and RGB c for the point xt.

3.5. Training Details

SHERF contains five trainable modules, which are three
hierarchical feature extraction modules, the feature fusion
transformer and the NeRF decoder, which are trained in an

*If the L2 norm distance is large than a threshold 0.05, we directly set
the alpha σ and color c of 3D point as a small value, e.g., σ = −80 and 0.
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Table 1: Performance (PSNR, SSIM and LPIPS) comparison among NHP, MPS-NeRF and our SHERF method on the THuman,
RenderPeople, ZJU_MoCap and HuMMan datasets.

Method
THuman RenderPeople

Novel View Novel Pose Novel View Novel Pose
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

PixelNeRF [81] 16.51 0.65 0.35 - - - - - - - - -
NHP [39] 22.53 0.88 0.17 20.25 0.86 0.19 20.59 0.81 0.22 19.60 0.77 0.25
MPS-NeRF [23] 21.72 0.87 0.18 21.68 0.87 0.18 20.72 0.81 0.24 20.19 0.80 0.25
SHERF (Ours) 24.66 0.91 0.10 24.26 0.91 0.11 22.88 0.88 0.14 21.98 0.86 0.15

Method
ZJU_MoCap HuMMan

Novel View Novel Pose Novel View Novel Pose
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

NHP [39] 21.66 0.87 0.17 21.57 0.87 0.17 18.99 0.84 0.18 18.32 0.83 0.18
MPS-NeRF [23] 21.86 0.87 0.17 21.60 0.87 0.17 17.44 0.82 0.19 17.43 0.82 0.19
SHERF (Ours) 22.87 0.89 0.12 22.38 0.89 0.12 20.83 0.89 0.12 20.43 0.88 0.11

end-to-end manner. During training, for the same actor, we
randomly sample image pairs from target and input views.
By inputting the input view images to the above described
process, we aim to reconstruct the actor in the target view.
Four loss functions are used to supervise the training.
Photometric Loss. Given the ground truth target image
C(r) and predicted image Ĉ(r), we apply the photometric
loss as follows:

Lcolor =
1

|R|
∑
r∈R

||Ĉ(r)− C(r)||22, (5)

where R denotes the set of rays, and |R| is the number of
rays in R.
Mask Loss. We also leverage the human region masks for
Human NeRF optimization. The mask loss is defined as:

Lmask =
1

|R|
∑
r∈R

||M̂(r)−M(r)||22, (6)

where M̂(r) is the accumulated volume density and M(r)
is the ground truth binary mask label.
SSIM Loss. We further employ SSIM to ensure the struc-
tural similarity between ground truth and synthesized images,
i.e.,

LSSIM = SSIM(Ĉ(r), C(r)). (7)

LPIPS Loss. The perceptual loss LPIPS is also utilized to
ensure the quality of rendered image, i.e.,

LLPIPS = LPIPS(Ĉ(r), C(r)). (8)

In summary, the overall loss function contains four compo-
nents, i.e.,

L = Lcolor + λ1Lmask + λ2LSSIM + λ3LLPIPS , (9)

where λ’s are the loss weights. Empirically, we select λ1 =
0.1, λ2 = λ3 = 0.01 to ensure the same magnitude for each
loss term.

4. Experiments

4.1. Experimental Setup

Datasets. Four large-scale human datasets are used
for evaluation, i.e., THuman [86], RenderPeople [1],
ZJU_MoCap [58] and HuMMan [9]. For ZJU_MoCap, 9
subjects are split into 6 for training and 3 for testing. For
each training and test subject, 100 frames are sampled for
training or evaluation. For THuman, we randomly select 90
subjects as the training set and 10 subjects for testing. For
each subject, we randomly sample 20 frames for training
or evaluation. For RenderPeople, we randomly sample 450
subjects as the training set and 30 subjects for testing. For
each subject, we randomly sample 10 frames for training
or evaluation. For HuMMan, we use 317 sequences as the
training set and 22 sequences for testing, following the offi-
cial data split (HuMMan-Recon) for human reconstruction
studies. For each sequence, we randomly sample 17 frames
for training or evaluation.
Comparison Methods. To the best of our knowledge, we
are the first to study the setting of single-image generalizable
and animatable Human NeRF. We adapt two state-of-the-art
generalizable Human NeRF methods designed for multi-
view settings, i.e., NHP [39] and MPS-NeRF [23] to our
setting. For fair evaluation, we also compare with Pixel-
NeRF [81], which is a generalizable NeRF reconstruction
methods using single images as inputs. PixelNeRF is not
specifically designed for human. Therefore, we only evaluate
it for novel view synthesis.
Implementation Details. Our 2D Encoder adopts a pre-
trained ResNet18 backbone to extract 1D vector f ∈
R512 for global feature extraction, and feature maps f ∈
R64×256×256 for point-level and pixel-aligned feature ex-
traction. To preserve more low-level information, we fur-
ther perform positional encoding to the RGB values and
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Figure 3: Novel view and novel pose synthesis results produced by NHP, MPS-NeRF and SHERF on RenderPeople, THuman
and ZJU_MoCap. Zoom in for the best view.

append them to 2D feature maps to form feature maps
f ∈ R96×256×256. The Mapping Network and Style-Based
Encoder are adopted from EG3D [11]. Four layers of sparse
convolutions [16] are used to extract 96-dimensional point-
level features. The queried global feature, point-level feature
and pixel-aligned feature are concatenated and projected to
32 channels before fed into the feature fusion transformer.
The feature fusion transformer contains one self-attention
layer with three heads. NeRF decoder is the same as that
used in [23]. For LBS and inverse LBS of SMPL, we use
the transformation or inverse transformation matrix of the
nearest SMPL vertex.
Evaluation Metrics. To quantitatively evaluate the quality
of rendered novel view and novel pose images, we report the
peak signal-to-noise ratio (PSNR) [66], structural similarity
index (SSIM) [74] and Learned Perceptual Image Patch Sim-
ilarity (LPIPS) [83]. Instead of computing the metrics for

the whole image, we follow previous Human NeRF meth-
ods [59, 23] to project the 3D human bounding box to each
camera plane to obtain the bounding box mask and report
these metrics based on the masked area.

4.2. Quantitative Results

As shown in Tab. 1, SHERF significantly outperforms
NHP and MPS-NeRF in all evaluation metrics on all four
datasets. NHP and MPS-NeRF, as the SOTA generalizable
Human NeRF methods in multi-view human image input
setting, achieve reasonable performance in the novel view
synthesis task. However, both NHP and MPS-NeRF focus
on the local feature extraction and lack the ability to com-
plement information missing from partial inputs, explaining
their poor performance. They also fail to have good per-
formance in the novel pose synthesis task, especially for
NHP, which models neural radiance field in the target space.
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Table 2: Ablation study on THuman. The left side shows different design components that are
ablated on.

Global
Feature

Point-Level
Feature

Pixel-Aligned
Feature

Feature
Fusion

Novel View Novel Pose

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

✓ 22.38 0.89 0.14 22.35 0.89 0.14
✓ ✓ 23.26 0.89 0.13 23.03 0.89 0.14
✓ ✓ 23.72 0.90 0.12 23.65 0.90 0.12

✓ ✓ 24.08 0.90 0.12 23.73 0.90 0.12
✓ ✓ ✓ 24.44 0.91 0.11 24.08 0.91 0.11
✓ ✓ ✓ ✓ 24.66 0.91 0.10 24.26 0.91 0.11
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Figure 4: User preference
scores on rendering results.

In contrast, SHERF achieves the best performance on both
novel view synthesis and novel pose synthesis tasks. In ad-
dition to these three metrics, we also perform a user study
and report human’s preference scores on rendered images.
As shown in Fig. 4, SHERF has a clear advantage over two
baseline methods.

4.3. Qualitative Results

We show the rendering images of our SHERF and two
baseline methods in Fig. 3. NHP and MPS-NeRF produce
reasonable RGB renderings in novel views, but they fail to
recover details, e.g., face details and cloth patterns. Thanks
to the bank of hierarchical features, our SHERF successfully
recovers face details and cloth patterns by enhancing the in-
formation from the input 2D observation and complementing
the information missing from the input image. For example,
SHERF renders the 3D human cloth with the same patterns
as the input image and the 3D human back cloth with reason-
able colors which are not observable from the input image.
In novel pose synthesis, NHP produces distorted rendering
results as it models the neural radiance filed in the target
space. Compared with MPS-NeRF, SHERF shows better
rendering results in novel pose synthesis.

4.4. Ablation Study

To validate the effectiveness of the proposed hierarchi-
cal feature extraction components and feature fusion trans-
former, we subsequently add different components and eval-
uate the performance on the THuman dataset. The results are
reported on Tab. 2 and one visualization example is shown
in Fig. 5. Given a single image input, only using global
features can render images with reasonable RGB colors on
test subjects. Adding point-level features or pixel-aligned
features can further improve the image quality. Qualitatively,
pixel-aligned features preserves more fine-grained details,
e.g., the cloth wrinkle in Fig. 5. Combining both point-Level
and pixel-aligned features with global features can further
improve the performance and render images with correct
colors and fine-grained details, erasing the small artifacts
when only point-level and pixel-aligned features are used

input global global + point global + pixel point + pixel global+point+pixel all gt

Figure 5: Qualitative results of ablation study on THuman.
Refer to red arrows to see the cloth color and wrinkle differ-
ence, and purple arrows to see the erasion of black artifacts.

(see purple arrows in Fig. 5). Finally, using the feature fusion
transformer, we further improve the reconstruction quality.

4.5. Further Analysis

Discussion on Training Protocols. Previous generalizable
Human NeRF methods [23] carefully pick input camera
views and fix them during training. Switching to a more
challenging setting of single image input, a straightforward
way is to extend this training setting by only using the front
view as input. We evaluate the model trained with this setting
with different settings. As shown in Tab. 3, when evaluated
in either setting, SHERF leads the performance. Especially,
model shows high rendering result when evaluated with the
front view input setting. However, in most real-world sce-
narios, human images are captured from random camera
viewing angles, challenging the above front view input train-
ing setting. Therefore, we further evaluate the above model
using random view inputs. As shown in the right half of
Tab. 3, the performance is much worse than front view in-
puts. It is also worse than the model trained with free view
inputs in Tab. 1. The conclusion is that instead of a fixed
viewing angle input, our free view input training setting is a
more reasonable choice for real-world scenarios.
Analysis on Different Viewing Angles as Inputs. Further
evaluations are performed to better understand how SHERF
would perform given images with different viewing angles.
We evaluate SHERF and baseline methods with input images
from 12 camera viewing angles, which are evenly sampled
from [0◦, 360◦]. For each input view, the target is to render
the other 11 views, on which the mean PSNR is calculated
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Table 3: Performance (PSNR) comparison among NHP,
MPS-NeRF and SHERF trained with front view input and
evaluated with different settings on THuman dataset.

Method
Front View Input Free View Input

Novel View Novel Pose Novel View Novel Pose

NHP [39] 24.00 19.75 20.59 19.17
MPS-NeRF [23] 23.29 23.15 21.56 21.46
SHERF (Ours) 24.63 24.05 22.60 22.36

and reported in Fig. 6(a). We find that SHERF 1) consistently
outperforms SOTA baseline methods on all viewing angle
inputs, and 2) shows robust performance to different viewing
angle inputs.
Analysis on Viewing Angle Difference Between Target
and Observation. As shown in Fig. 6(b), we study the effect
of viewing angle difference between targets and inputs on
the novel view synthesis. Two main trends can be found. 1)
The smaller the viewing angle difference is, the easier for
models to perform novel view synthesis. 2) Across all input
settings, SHERF consistently outperforms baseline meth-
ods. By refining the indicators, we provide more detailed
evaluation and gain more insight into the models.
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Figure 6: Analysis on Input Viewing Angles. (a) reports
novel view synthesis PSNR with different viewing angles as
inputs. (b) shows novel view synthesis PSNR with different
viewing angle difference between targets and inputs.

Generalizability Analysis. To further study the gener-
alization ability, we directly inference NHP, MPS-NeRF
and SHERF models, which are pre-trained on THuman, on
ZJU_Mocap test sets. As shown in Tab. 4, without addi-
tional fine-tuning, SHERF achieves better performance than
NHP and MPS-NeRF. SHERF even shows comparable per-
formance with NHP and MPS-NeRF that are trained on
ZJU_MoCap. To further show the generalizability on in-
the-wild images, we evaluate SHERF on DeepFashion [45]
images with SMPL and camera estimated from a 2D image
using CLIFF [41] and show novel view and pose synthesis
visualization results in Fig. 7.
Comparison with PIFu. For PIFu series, as PIFuHD can-

Table 4: Generalization ability comparison by cross-
validating NHP, MPS-NeRF and SHERF trained with THu-
man on ZJU-MoCap.

Method
Novel View Novel Pose

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

NHP [39] 22.07 0.88 0.16 20.70 0.86 0.18
MPS-NeRF [23] 20.36 0.85 0.17 19.96 0.85 0.17
SHERF (Ours) 21.87 0.89 0.11 21.50 0.88 0.12

Input Novel View Novel Pose

Figure 7: Generalization ability of SHERF on in-the-wild
DeepFashion images.

not predict 3D human with textures, we opt to compare with
PIFu, which predicts textured mesh from single images. We
evaluate PIFu on RenderPeople using the official models
and compare with SHERF in terms of visualization results.
Thanks to the volume rendering in NeRF and direct supervi-
sion on images, SHERF can generate textures with higher
fidelity and better details than PIFu as shown in Fig. 8. More-
over, 3D human reconstructed by PIFu cannot be animated,
while SHERF can naturally generalize to novel poses.

Input SHERFPIFu

Figure 8: Visualization results comparison between PIFu
and our SHERF.

Comparison with modulation and adaptive normaliza-
tion. Even though global, point-level and pixel-aligned fea-
tures contain different levels of semantics, they share the
same shape, and is better suited for a transformer fusion
module, where the learnable attention map allows sufficient
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flexibility. We compare our transformer fusion module with
other two classic feature fusion methods, i.e., AdaIN and
SIREN. We report their PSNR in novel view/pose synthesis
in Tab. 5, which shows our transformer fusion is the most
effective one.

Table 5: Performance (PSNR, SSIM and LPIPS) comparison
among modulation, adaptive normalization and our Trans-
former fusion on the RenderPeople dataset.

Method
Novel View Novel Pose

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

AdaIN 22.38 0.87 0.16 21.65 0.85 0.17
SIREN 21.62 0.85 0.18 21.09 0.84 0.19
Transformer (Ours) 22.88 0.88 0.14 21.98 0.86 0.15

Runtime Analysis. One big advantage of generalizable Hu-
man NeRF is that the reconstruction happens in only one for-
ward pass. The inference time is essential for down-stream
applications. Therefore, we also report and compare the
inference frames per second (FPS) of SHERF and baseline
methods in Tab. 6.

Table 6: Runtime comparison between NHP, MPS-NeRF
and SHERF. “FPS” represents inference frames per second,
the higher the better.

Method NHP MPS-NeRF SHERF

FPS 0.15 0.60 1.33

5. Discussion and Conclusion
To conclude, we propose SHERF, the first generalizable

human NeRF model that recovers animatable 3D humans
from single human image inputs. To render high-fidelity
3D humans, SHERF proposes to learn both global and lo-
cal details from the bank of 3D-aware hierarchical features
comprising global features, point-level features, and pixel-
aligned features. By using a feature fusion transformer,
SHERF successfully enhances the information from the
2D observation and complements the information missing
from the input image. On four large-scale human datasets,
SHERF achieves state-of-the-art performance and renders
high-fidelity images in both novel views and poses.

Limitations: 1) There still exists visible artifacts in target
renderings when some body parts are occluded in the obser-
vation space. A better feature presentation like occlusion-
aware features may be explored to solve this issue. 2) How
to complement the information missing from single image
input remains a challenging problem. SHERF starts from
the reconstruction view and can only render deterministic

results when predicting novel views. One potential direction
is to investigate the use of conditional generative models to
diversely generate higher quality novel views.

Potential Negative Societal Impacts: SHERF can be mis-
used to create fake images or videos of real humans and
cause negative social impacts.
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