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Abstract

Interactive image segmentation enables annotators to
efficiently perform pixel-level annotation for segmenta-
tion tasks. However, the existing interactive segmentation
pipeline suffers from inefficient computations of interactive
models because of the following two issues. First, anno-
tators’ later click is based on models’ feedback of anno-
tators’ former click. This serial interaction is unable to
utilize model’s parallelism capabilities. Second, in each
interaction step, the model handles the invariant image
along with the sparse variable clicks, resulting in a pro-
cess that’s highly repetitive and redundant. For efficient
computations, we propose a method named InterFormer
that follows a new pipeline to address these issues. In-
terFormer extracts and preprocesses the computationally
time-consuming part i.e. image processing from the existing
process. Specifically, InterFormer employs a large vision
transformer (ViT) on high-performance devices to prepro-
cess images in parallel, and then uses a lightweight mod-
ule called interactive multi-head self attention (I-MSA) for
interactive segmentation. Furthermore, the I-MSA mod-
ule’s deployment on low-power devices extends the prac-
tical application of interactive segmentation. The I-MSA
module utilizes the preprocessed features to efficiently re-
sponse to the annotator inputs in real-time. The experiments
on several datasets demonstrate the effectiveness of Inter-
Former, which outperforms previous interactive segmenta-
tion models in terms of computational efficiency and seg-
mentation quality, achieve real-time high-quality interac-
tive segmentation on CPU-only devices. The code is avail-
able at https://github.com/YouHuang67/InterFormer.

1. Introduction
As fueled by massive amounts of data [46], deep net-

works achieve compelling performance in various computer
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Figure 1. Illustration of both the existing and proposed interactive
pipelines. The existing pipeline (top) provides both the image and
annotator clicks to the interactive model during each interaction,
while the proposed pipeline (bottom) employs a large encoder to
preprocess the image and then provides the fixed encoded features
and on-the-fly clicks to a light decoder during the interaction.

vision tasks [6, 8, 36]. The availability of accurately anno-
tated data is essential for deep networks’ success. However,
the process of manual annotation is time-consuming and
resource-intensive. Therefore, the developed interactive im-
age segmentation has become an indispensable tool in anno-
tating large-scale image datasets [5]. Such techniques aim
to achieve high-quality pixel-level annotations with limited
annotator interactions, including scribbles [4], bounding
boxes [43, 50], polygons [1, 35], clicks [2, 41, 10, 33, 38],
and some combinations [57]. Among them, the click-based
methods have become the most prevalent due to its simplic-
ity, and we focus on these methods in this work.

Recent works on click-based interactive segmentation
concentrate on various refinement modules [10, 33] incor-
porating sophisticated engineering optimization. However,
such refinement tricks still need the well-segmented re-
sults from early interactions in the interactive process. Pro-
ducing such results keeps facing challenges in deploying
computationally-intensive models on low-power devices.
For example, it is challenging to utilize interactive segmen-
tation models through crowdsourcing platforms [3]. Previ-
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ous efforts like FocalClick [10] mitigate this issue by us-
ing lightweight models and down-sampling the inputs, but
this strategy sacrifices segmentation quality as a trade-off.
Hence, there is still a need for computational-friendly inter-
active segmentation methods on a wide range of devices.

The inefficient interactive segmentation stems from two
underlying reasons. First, each annotator’s click corre-
sponds to one model inference and the next click’s location
depends on the former inference results. This serial interac-
tion only processes one sample during each inference, un-
able to leverage parallelism capabilities of GPU. Second,
throughout the annotation process on a single image, the
model inputs remain notably similar, with the sparse clicks
being the only variables. This leads to the extraction of
near-identical features during each inference, resulting in
considerable computational redundancy. Such two issues
result in low computational efficiency.

In this paper, we propose a method named InterFormer
to improve computational efficiency. Preceding the inter-
active process, InterFormer employs a large model, e.g. vi-
sion transformer (ViT) [12] on high-performance devices to
extract high-quality features from images to be annotated.
This process is offline without the need for real-time perfor-
mance. Then, InterFormer only needs a lightweight mod-
ule to perform interactive segmentation on low-power de-
vices, with such preprocessed features from a large model
and clicks from annotators as inputs.

Following previous efforts [27] in encoding annotator
clicks, we attempted to implement the lightweight module
by FPN-like ConvNets [31] to fuse clicks with preprocessed
features. However, this module fails to efficiently utilize the
preprocessed features and produces unsatisfactory segmen-
tation results (reported in Section 4.3). Instead, we pro-
pose interactive multi-head self attention (I-MSA), an effi-
cient interactive segmentation module, inspired by the re-
cent success of ViT’s variants [39, 49, 51]. I-MSA has ex-
tremely low computational complexity and is optimized for
high utilization of the preprocessed features from the large
models. Furthermore, we adopt the Zoom-In strategy [44]
and slightly modify the deeper blocks of I-MSA to focus
on the valid regions around the potential objects of images.
Such modified blocks lead to significantly faster inference
of I-MSA with slight drop in performance.

As illustrated in Figure 2, the proposed InterFormer out-
performs the previous interactive segmentation models and
achieves state-of-the-art performance at the similar compu-
tational cost. The measure of computation speeds takes
into account the process of ViT extracting features (on
the same device) for fair comparison. Moreover, Inter-
Former achieves real-time high-quality interactive segmen-
tation on cpu-only devices, based on the offline prepro-
cessed features. We extensively conduct experiments on
GrabCut [43], Berkeley [26], SBD [20], and DAVIS [42]

Figure 2. Experimental results for interactive segmentation on
SBD dataset [20]. The average NoC90 indicates the average num-
ber of clicks required to achieve IoU of 0.9, and the PIE (pixel-
wise inference efficiency) measures a model’s efficiency in pixel-
wise segmentation across potentially large or small objects. Our
proposed InterFormer (∗ indicates the measure of PIE without con-
sidering the preprocessing) showcases faster inference with better
segmentation results, than the recently proposed methods.

datasets to substantiate the effectiveness of InterFormer.
We summarize our contributions as follows:

• We introduce a method called InterFormer, which fol-
lows a new pipeline splitting the interactive process
into two stages to take advantage of well-developed
large-scale models and accelerate the interaction.

• We propose an interactive attention module named I-
MSA utilizing the prepropressed features to achieve
high-quality real-time interactive segmentation on
cpu-only devices.

• InterFormer significantly outperforms the previous
methods in terms of computational efficiency and seg-
mentation quality.

2. Related Work
2.1. Interactive Segmentation

Before the advent of deep networks, graph-based meth-
ods [7, 16, 43] were prevalent in interactive image segmen-
tation research. These methods formulate the image as a
graph and use optimization methods to solve the graph cut
problem given annotator inputs. However, the low-level
features used by such methods are limited to vanilla cases
of image segmentation. DIOS [55] was the first to introduce
deep networks into interactive segmentation and proposed
a strategy to transform clicks into distance maps concate-
nated to the image. DIOS also formulated the training/test
pipeline for click-based methods. Several methods have
been proposed to enhance click-based interactive segmenta-
tion, including DEXTR [41], FCA-Net [34], BRS [25] and
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f-BRS [44]. These methods focus on different aspects of
interactive segmentation to improve efficiency, e.g. the four
extreme points around the object [41], the first click [34],
and the inference optimization [25, 44]. More recently,
RITM [27] was proposed, which incorporates the previ-
ous segmentation result into the model inputs. Other re-
cent click-based methods [10, 33] focus on local refinement
and decompose the previous pipeline into coarse segmen-
tation and refinement implemented by lightweight models.
Besides, PseudoClick [38] simulates annotator clicks using
an additional module and corresponding loss. In this pa-
per, we propose a new pipeline that differs from existing
methods. Our pipeline preprocesses the image offline using
large models and performs interactive segmentation using
lightweight models.

2.2. Vision Transformer

The Transformer architecture was originally proposed
for machine translation [48], and is designed to model
global token-to-token dependencies. This modeling ap-
proach was then adapted for computer vision tasks by the
Vision Transformer (ViT) [12] which links patches dis-
tributed around the entire image. This inspired a series of
ViT-based works [47, 56, 49, 14, 39, 51, 24, 23] that have
successfully tackled various computer vision tasks. Subse-
quently, ViTs were further developed for image segmenta-
tion, e.g. SETR [58], Segmenter [45] and SegFormer [53].
More recently, FocalClick [10] employed SegFormer for
interactive segmentation, and SimpleClick [37] introduced
the MAE-pretrained ViT [21] into interactive segmentation.
In this paper, we followed the approach of SimpleClick [37]
and use a large plain ViT as our encoder for feature encod-
ing. This was performed offline without the need for real-
time performance and resulted in high-quality preprocessed
features.

3. Method
We propose InterFormer that follows a computationally

efficient pipeline to address the inefficiencies of the exist-
ing pipeline. Section 3.1 introduces the new pipeline. Sec-
tion 3.2 describes the proposed I-MSA modules to imple-
ment this pipeline. Section 3.3 provides a zoom-in strategy
of InterFormer. Section 3.4 concludes a simplified training
setting.

3.1. Computationally Efficient Pipeline

The proposed pipeline decomposes the interaction based
on large models into three distinct processes: feature encod-
ing, click embedding, and feature decoding (as illustrated in
Figure 3). Feature encoding facilitates offline preprocess-
ing of images by large models to extract reusable features,
thereby obviating the need for real-time performance. Dur-
ing the interaction, this pipeline transforms the annotator

clicks into embeddings, and then provides the decoder with
the preprocessed features and embeddings to produce the
segmentation results.

Feature encoding. Inspired by the work of Sim-
pleClick [37], we employ large models for feature encod-
ing, such as the widely used MAE-pretrained Vision Trans-
former (ViT) [21]. Besides, following the approach in ViT-
Det [28], we use a simple FPN [31] to produce multi-
scale features from the single-scale patch embeddings in
the plain ViT’s last block. For instance, ViT-Base (ViT-
B) [21] patchifies the input image of size H ×W into a se-
quence of 16×16 patches, which are then projected into C0-
dimensional vectors. The ViT blocks perform multi-head
self attention on these vectors with fixed length, producing
H
16 × W

16 C0-dimensional vectors. We use a simple FPN to
convert these vectors into feature maps F i, 1 ≤ i ≤ 4, with
channels of 2i−1C1, 1 ≤ i ≤ 4, and sizes of H

4 ×H
4 , H

8 ×H
8 ,

H
16 × H

16 , and H
32 × H

32 , respectively, through multiple con-
volution and pooling layers. This module simultaneously
enables multi-scale information extraction and cuts down
the computational expense of subsequent decoding.

Click Embedding. During interactions, annotators pro-
vide a single click in the erroneous region of the model pre-
diction, corresponding to false negative or false positive re-
gions for positive and negative clicks, respectively. Previous
methods [27, 10] encode such clicks by adding two maps to
the image channels, consisting of disks around the clicks.
This strategy slightly modifies the successive click maps.
The RITM pipeline [27] further improves the segmentation
by augmenting the image channels with previous segmen-
tation results. We adopt these strategies and fuse the click
maps with previous results instead of adding more channels.

We maintain a mask M ref of size H × W and update
it at each interaction. Each pixel in M ref is categorized
as either [Dfg], [Pfg], [U ], [Pbg], or [Dbg] based on its fore-
ground/background confidence, where “P ” stands for “pos-
sible”, “D” signifies “definite”, “bg” refers to the back-
ground, “fg” refers to the foreground, and “U” represents
“Unknown”. Initially, all pixels in M ref are set to [U ].
During the interaction process, each new click introduces
a disk, with a radius of five pixels, to M ref. The pixels
within this disk are labeled as either [Dfg] or [Dbg], deter-
mined by whether the click is positive or negative. After
the click is incorporated, the model predicts the segmenta-
tion results, assigning the labels [Pfg] or [Pbg] to the pixels
identified as foreground or background. The labels within
the click disks remain unchanged. The pixels outside these
disks are assigned one of the labels [Pfg], [Pbg], or [U ], based
on the current state of M ref and the segmentation predic-
tion. The assignment follows the rules: [U ]+ [Pfg] → [Pfg],
[U ] + [Pbg] → [Pbg], and [Pfg] + [Pbg] → [U ].

During the model inference, each label category in Mref
corresponds to a specific learnable C1-dimensional vector.
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Figure 3. The overview of our proposed InterFormer. The process separates feature extraction from interaction. First, the feature encoding
module extracts multi-scale features from the input image. Next, the click embedding module generates a click map and fuses it with the
image features. Finally, the feature decoding module integrates the multi-scale features and decodes them into final segmentation results.

This mapping transforms Mref into a click embedding Ec ∈
RH×W×C1 . To create the click-involved feature F c, we
then resize Ec and combine it with the feature F 1 derived
from the FPN module: F c = resize(Ec) + F 1.

Feature Decoding. We further fuse the encoded features
F i, 1 ≤ i ≤ 4 with the click-involved feature F c using the
proposed I-MSA module (introduced in Section 3.2). The
fusion is then decoded to generate the final segmentation
results using the widely used UperNet [52].

3.2. Interactive Multi-head Self Attention

Previous works [27, 10, 33, 38] have used a vanilla ap-
proach to process simply encoded click maps by extend-
ing them as additional channels to the image. However,
this approach requires a deep stack of convolution lay-
ers [27, 33, 38] or self attention blocks [10] to effectively
fuse the sparse click information with the image features,
resulting in high computational complexity. In our pipeline,
this would lead to degenerated results due to the shallow ar-
chitecture of the decoder (reported in Section 4.3). Instead,
we propose I-MSA to efficiently incorporate the click infor-
mation.

Interactive Self Attention. With the emergence of
transformers, there has been increased attention on the self
attention mechanism, which leverages patch embeddings’
similarity to single out task-critical patches [12]. Interac-
tive segmentation naturally fits into this mechanism, as an-

notator clicks provide the regions of interest, and the model
can use these features to identify the components of the ob-
ject of interest based on their similarity. This inspired us to
reformulate the self attention as an interactive one. Specif-
ically, we reposition the click-involved feature F c and the
preprocessed features F i, 1 ≤ i ≤ 4, as the query Q and
key K in self attention, with the value V sharing the same
features as the key. For convenience, we reformulate the
traditional (Q,K,V ) [12] as a function

(Q,K,V )(A,B) = (AW q,BW k,BW v), (1)

given the inputs A and B. Then, we define the reg-
ular multi-head self attention module as MSA(A) =
(Q,K,V )(A,A), and the proposed I-MSA module as
I-MSA(A,B) = (Q,K,V )(A,B). The tuple (Q,K,V )
is utilized for regular attention computation via a softmax
operator. For brevity, we omit detailing this operation, as-
suming that attention computation is inherent to the mod-
ules presented.

As outlined in Figure 3, we adopt the hierarchical ar-
chitecture of recent ViT variants [39, 49] to construct hier-
archical representation by starting from low-level features
F 1. We perform interactive attention on F 1 and F c to
get H1

1 = I-MSA(F c,F 1). Then, we perform self at-
tention on H1

1 iteratively. In other words, we compute
Hi

1 = MSA(Hi−1
1 ) for each 2 ≤ i ≤ N1 + 1, where N1

is the depth of the first stage. Subsequently, we employ in-
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teractive attention on F 2,H
N1+1
1 to start the second stage

instead of reusing the vanilla click-involved feature F c. Be-
sides, before initiating the second stage, we adopt the patch
merging operation [39] used in the hierarchical Transform-
ers on HN1+1

1 . The subsequent two stages corresponding to
F 3 and F 4 respectively follow the same process. Finally,
we obtain the features HNi+1

i , 1 ≤ i ≤ 4, which are then
fed into the decoder UperNet.

Pooling-based self attention. We have further improved
the efficiency of our interactive self attention by adopting
P2T’s pooling strategy [51]. This technique helps to alle-
viate the quadratic computational complexity of self atten-
tion. Specifically, P2T uses a series of average pooling lay-
ers with different pooling ratios to preprocess the input B
of (Q,K,V )(A,B), i.e.

P 1 = AvgPool1(B),

P 2 = AvgPool2(B),

. . . ,

P n = AvgPooln(B).

(2)

The resulting pyramid features P i, 1 ≤ i ≤ n are then
processed using depth-wise convolution, flattened, and con-
catenated to produce a shorter sequence of features. Finally,
these pooled features are fed into (Q,K,V )(A, ·), with A
remaining unchanged.

3.3. Zoom-in Strategy

The zoom-in strategy proposed in [44] involves crop-
ping and resizing the area around the potential object in the
original image to a sufficient size for segmentation mod-
els. However, the proposed pipeline is incompatible with
the zoom-in strategy [44] since feature extraction is com-
pleted in the offline preprocessing stage, and it is impossi-
ble to preprocess the crops around the object as required.
Therefore, we have made slight modifications to the I-MSA
module to incorporate this strategy in feature decoding.

In details, the zoom-in strategy is a technique for select-
ing a region of interest (RoI) in image segmentation tasks,
which involves identifying the foreground using a bounding
box and annotator clicks. To ensure adequate context, the
RoI is enlarged by a factor of 1.4. The resulting RoI coor-
dinates are projected onto the coordinate system of the fea-
ture map F i through dividing the coordinates by the stride
of the feature (e.g. 4, 8, 16, or 32). The relevant features
are then cropped and passed through I-MSA module. Due
to discontinuity of features, we slightly enlarge the RoI to
ensure divisibility by the maximum stride (i.e. 32), thereby
facilitating feature cropping without interpolation strategies
such as RoIAlign [22]. Besides, we only feed the cropped
features into the deeper blocks of each stage and inject the
transformed cropped features into the full features.

3.4. Training

Click Simulation. We simplify the click simulation ap-
proach proposed by RITM [27] to train our InterFormer
model. The original approach involves randomly sampling
clicks inside or outside the ground truth masks to simu-
late the interaction process, followed by iterative genera-
tion of clicks based on the segmented results. However, we
found that eliminating the initial random click sampling and
only performing iterative simulation was sufficient for our
needs. To balance the computational cost with the need for
a sufficient number of simulations, we use an exponentially
decaying probability to sample the number of simulations.
Our approach achieve comparable computational speeds to
the original simulation process, without requiring special-
ized design of the simulation strategy.

Training supervision. We adopt the normalized fo-
cal loss (NFL) proposed in RITM [27] that is proved to
have better convergence of training interactive segmenta-
tion models, and we further empirically demonstrate NFL’s
effectiveness on our models.

4. Experiments

In Section 4.1, we outline the basic settings and train-
ing/test details of the proposed InterFormer. In Section 4.2,
we compare the performance of InterFormer with other ex-
isting methods on various benchmark datasets including
GrabCut [43], Berkeley [26], SBD [20], and DAVIS [42]
datasets. We report the results of our ablation studies in
Section 4.3 to analyze the impact of different components
of InterFormer. Finally, in Section 4.4, we present qualita-
tive results of InterFormer, showcasing its effectiveness for
interactive segmentation.

4.1. Experimental Setting

Model InterFormer-Light InterFormer-Tiny

Backbone ViT-Base ViT-Large
N1, N2, N3, N4 0, 0, 1, 0 1, 1, 5, 2

Table 1. Configurations of InterFormers.

Model series. We propose two configurations of the In-
terFormer model shown in Table 1, which can be deployed
on CPU-only devices. Both configurations use a light archi-
tecture, with 32, 64, 128, and 256 channels in the four stages
of I-MSA. Additionally, the UperNet model has 64 chan-
nels. To further reduce computational complexity, we apply
a zoom-in strategy, but only to the InterFormer-Tiny con-
figuration due to its larger architecture. Specifically, we ap-
ply the zoom-in strategy to the deeper blocks at each stage,
starting from the 2nd, 2nd, 3rd and 2nd blocks respectively
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GrabCut [43] Berkeley [26] SBD [20] DAVIS [42]
Method Train Data PIE (1e-7) SPC (Size) NoC 90 NoC 90 NoC 85 NoC 90 NoC 90
Graph cut [7] / – – 10.00 14.22 13.6 15.96 17.41
Geodesic matting [17] / – – 14.57 15.96 15.36 17.60 19.50
Random walker [16] / – – 13.77 14.02 12.22 15.04 18.31
Euclidean star convexity [17] / – – 9.20 12.11 12.21 14.86 17.70
Geodesic star convexity [17] / – – 9.12 12.57 12.69 15.31 17.52
DOS w/o GC [55] Augmented VOC [13, 20] – – 12.59 – 14.30 16.79 17.11
DOS with GC [55] Augmented VOC [13, 20] – – 6.08 – 9.22 12.80 12.58
RIS-Net [30] Augmented VOC [13, 20] – – 5.00 – 6.03 – –
CM guidance [40] Augmented VOC [13, 20] – – 3.58 5.60 – – –
FCANet (SIS) [34] Augmented VOC [13, 20] – – 2.14 4.19 – – 7.90
Latent diversity [29] SBD [20] – – 4.79 – 7.41 10.78 9.57
BRS [25] SBD [20] – – 3.60 5.08 6.59 9.78 8.24
f-BRS-B-resnet50 [44] SBD [20] – – 2.98 4.34 5.06 8.08 7.81
CDNet-resnet50 [9] SBD [20] 11.4 0.30 (512) 2.64 3.69 4.37 7.87 6.66
RITM-HRNet18 [27] SBD [20] – – 2.04 3.22 3.39 5.43 6.71
FocalClick-HRNet18s-S2 [10] SBD [20] 16.5 0.11 (256) 2.06 3.14 4.30 6.52 6.48
FocalClick-SegFormerB0-S2 [10] SBD [20] 14.8 0.10 (256) 1.90 3.14 4.34 6.51 7.06
FocusCut-ResNet-50 [33] SBD [20] – – 1.78 3.44 3.62 5.66 6.38
FocusCut-ResNet-101 [33] SBD [20] – – 1.64 3.01 3.40 5.31 6.22
PseudoClick-HRNet18 [38] SBD [20] – – 2.04 3.23 – 5.40 6.57
PseudoClick-HRNet32 [38] SBD [20] – – 1.84 2.98 – 5.61 6.16
99%AccuracyNet [15] Synthetic [11, 20, 32, 54] – – 1.80 3.04 3.90 – –
f-BRS-B-HRNet32 [44] COCO [32]+LVIS [18] – – 1.69 2.44 4.37 7.26 6.50
RITM-HRNet18s [27] COCO [32]+LVIS [18] 12.5 0.20 (400) 1.68 2.60 4.04 6.48 5.98
RITM-HRNet32 [27] COCO [32]+LVIS [18] 36.9 0.59 (400) 1.56 2.10 3.59 5.71 5.34
EdgeFlow-HRNet18 [19] COCO [32]+LVIS [18] – – 1.72 2.40 – – 5.77
FocalClick-HRNet18s-S1 [10] COCO [32]+LVIS [18] 39.7 0.07 (128) 1.82 2.89 4.74 7.29 6.56
FocalClick-HRNet18s-S2 [10] COCO [32]+LVIS [18] 16.5 0.11 (256) 1.62 2.66 4.43 6.79 5.25
FocalClick-HRNet32-S2 [10] COCO [32]+LVIS [18] 36.5 0.24 (256) 1.80 2.36 4.24 6.51 5.39
FocalClick-SegFormerB0-S1 [10] COCO [32]+LVIS [18] 31.7 0.05 (128) 1.86 3.29 4.98 7.60 7.42
FocalClick-SegFormerB0-S2 [10] COCO [32]+LVIS [18] 14.8 0.10 (256) 1.66 2.27 4.56 6.86 5.49
FocalClick-SegFormerB3-S2 [10] COCO [32]+LVIS [18] 46.1 0.30 (256) 1.50 1.92 3.53 5.59 4.90
PseudoClick-HRNet32 [38] COCO [32]+LVIS [18] – – 1.50 2.08 – 5.54 5.11
InterFormer-Light COCO [32]+LVIS [18] 8.9 0.23 (512) 1.50 3.14 3.78 6.34 6.19
* InterFormer-Light 7.1 0.19 (512)
InterFormer-Tiny + Zoom-in COCO [32]+LVIS [18] 15.9 0.42 (512) 1.40 2.78 3.56 5.89 5.52
* InterFormer-Tiny + Zoom-in 9.1 0.24 (512)
InterFormer-Tiny COCO [32]+LVIS [18] 18.9 0.50 (512) 1.36 2.53 3.25 5.51 5.21
* InterFormer-Tiny 12.3 0.32 (512)
SimpleClick-ViT-B [37] COCO [32]+LVIS [18] 75.4 1.51 (448) 1.48 1.97 3.43 5.62 5.06
SimpleClick-ViT-L [37] COCO [32]+LVIS [18] 165.7 3.33 (448) 1.40 1.89 2.95 4.89 4.81
SimpleClick-ViT-H [37] COCO [32]+LVIS [18] 386.8 7.76 (448) 1.50 1.75 2.85 4.70 4.78

Table 2. Evaluation results of InterFormer on GrabCut, Berkeley, SBD, and DAVIS datasets. InferFormer’s SPC and PIE are measured
by averaging inference time across 20 clicks, accounting for image preprocessing. ∗ indicates that SPC and PIE are evaluated during
interaction without considering image preprocessing. These results demonstrate the potential of InterFormer to improve segmentation
performance and efficiency in interactive segmentation.

in the four stages. The shallower blocks of InterFormer’s I-
MSA process the global features without using the zoom-in
strategy.

Training strategy. Our models are trained using a com-
bination of the COCO [32] and LVIS [18], following the
previous works [10, 38]. We utilize widely adopted data
augmentation techniques, including random resizing with a
scale between 0.5 and 2.0, random flipping, random crop-
ping, and color jittering. Each augmented image is padded
to a final size of 512 × 512 pixels. As our ViT backbones
are pre-trained on 224 × 224 pixel images by MAE [21],
we resize the pre-trained absolute positional embeddings to
match the size of our images. During training, our models

are allowed to perform up to 20 pre-interactions, simulating
clicks as model inputs. We use a probability decay ratio of
γ = 0.6 to sample the number of simulations. Our models
are trained using a batch size of 16 for 40k iterations in abla-
tion studies, and 320k iterations for main experiments. We
use the AdamW optimizer with a learning rate of 1× 10−4

and a polynomial decay strategy, setting the layer decay rate
to 0.65 for ViT-Base and 0.75 for ViT-Large. We do not use
any zoom-in strategies during training.

Evaluation strategy. Each evaluation image is padded
to a multiple of the maximum stride of InterFormer’s in-
ternal features (i.e. 32). The positional embeddings of
ViTs are dynamically resized based on the input image size
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to match with the padded images. Following the previ-
ous works [27, 10], we employ InterFormer to iteratively
perform interactive segmentation with the maximum click
number set to 20. Each click is placed in the center of the
erroneous region. Additionally, we utilize the zoom-in strat-
egy to evaluate the performance of InterFormer-Tiny with
faster model inference.

Evaluation metrics. We report NoC IoU (Number of
Clicks) of each method, which indicates the average number
of clicks required to achieve the desired IoU. In addition, we
focus on evaluating the speed of InterFormer on CPU-only
devices to provide insights into the actual performance of
interactive segmentation models.

To evaluate InterFormer’s speed, we adopt the widely
used metric, Seconds Per Click (SPC). However, each in-
teractive segmentation model has its own resizing strategy,
resulting in inconsistent SPC evaluations. For instance, Fo-
calClick [10] downsamples images into 256 × 256 size to
obtain coarse segmentation results, which were then refined
using additional modules. To address the inconsistent eval-
uation, we propose a novel metric called Pixel-wise Infer-
ence Efficiency (PIE), which measures a model’s efficiency
in pixel-wise segmentation across potentially large or small
objects. We evaluate PIE by calculating the pixel-wise av-
erage of SPC.

Model Training NoC85/NoC90

ViT-B-FPN RITM 7.53/10.70
ViT-B-I-MSA-Light RITM 5.38/8.27
ViT-B-I-MSA-Light Simple 5.35/8.34
VIT-L-I-MSA-Light Simple 4.80/7.71

Table 3. Ablation study on InterFormer. We find that larger back-
bones, such as ViT-Large, significantly improve model perfor-
mance compared to ViT-Base, and the interactive module plays
a more crucial role in enhancing the performance of the interac-
tive segmentation model. Instead, the choice of training strategy
has a slight impact on the performance.

4.2. Main Result

Performance on existing benchmarks. We present the
results of InterFormer, as shown in Table 4.2. To facilitate
comparison, we categorize the previous methods into differ-
ent blocks based on their training data or PIE, as larger train-
ing datasets and computation trivially leads to improved
performance. Among the methods that allow real-time in-
teraction on CPU-only devices, our proposed InterFormer-
Tiny achieves state-of-the-art performance on the largest
validation dataset, SBD [20], consisting of 6671 images, for
both NoC85 and NoC90. Additionally, InterFormer exhibits
competitive performance on other datasets. However, it is
noteworthy that FocalClick [10] outperforms InterFormer

on the DAVIS dataset due to its significantly larger compu-
tations (measured by PIE). In addition, InterFormer show-
cases superior efficiency with generally the lowest PIE, in-
dicating its high efficiency in interactive segmentation on
CPU-only devices, irrespective of the varying image and
object sizes.

Convergence Analysis. In Figure 5, we present a com-
prehensive analysis of the convergence of various recently
proposed methods. Notably, our InterFormer outperforms
other state-of-the-art methods with similar computational
complexity, reaching 90% IoU within merely four initial
clicks. This efficiency is largely owed to the potent general-
ization features of the MAE-pretrained ViTs used by Inter-
Former.

Evaluation on differently sized objects. To showcase
the consistent performance of InterFormer regardless of the
sizes of objects of interest, we conduct experiments on ob-
jects of varying sizes. In Figure 4, we present the average
NoC85 and NoC90 of each model for objects with area ra-
tios larger than the different thresholds (x-axis). We com-
pare InterFormer with FocalClick that has a low SPC (as re-
ported in Table 2) and a resizing strategy that may degener-
ate in the case of large objects. The results demonstrate that
InterFormer outperforms FocalClick in terms of NoC85 and
NoC90 over large objects, as depicted in Figure 4. More-
over, InterFormer maintains its consistency in performance
across the different size thresholds, further validating its ro-
bustness and versatility.

Besides, our findings highlight the importance of us-
ing PIE as a metric for evaluating interactive segmentation
models in practical situations. There is no universal re-
sizing strategy that can work well for objects of all sizes.
Therefore, using a metric that considers the performance
of a model across different sizes is crucial in evaluating its
effectiveness. InterFormer’s ability to maintain its perfor-
mance across different object sizes underscores its utility in
real-world applications.

4.3. Ablation Study

We conducted the ablation studies to evaluate the im-
pact of various model components on the performance of
InterFormer. Specifically, we replaced the proposed I-MSA
module with a vanilla FPN-like module where click em-
beddings are added directly to the features extracted by the
large encoder. We also evaluated the performance of mod-
els trained on the RITM training strategy [27] and our sim-
pler training strategy, as well as the impact of using a larger
backbone such as ViT-Large. To expedite the analysis pro-
cess, we trained each model for a shorter duration of 40k
iterations instead of the standard 320k iterations.

Table 3 presents the results of our comprehensive abla-
tion study. Our findings reveal that the choice of training
strategy has a minimal impact on the performance of In-
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Figure 4. Comparison of InterFormer and FocalClick on objects of varying sizes, measured by their average NoC85 (a) and NoC90 (b) for
objects with area ratios larger than different thresholds. The larger thresholds (e.g. > 80%) filter out more instances (c), resulting in the
noisy estimation of the NoC metrics. Such results indicate that InterFormer exhibits superior performance over FocalClick, particularly for
larger objects, demonstrating its greater robustness and versatility.

Figure 5. Convergence analysis of interactive segmentation mod-
els. It is worth noting that our InterFormer manifests exceptional
convergence, outpacing other recently proposed methods of simi-
lar computational demands, by achieving 90% IoU within just four
clicks.

terFormer, whereas using a larger backbone like ViT-Large
significantly improves the model’s performance. Notably,
the study highlights the critical role of the interactive mod-
ule in improving the performance of the interactive segmen-
tation model in our pipeline. Specifically, our findings show
that using a vanilla FPN-like interactive module leads to
a deterioration in performance. However, our proposed I-
MSA module significantly outperforms the vanilla module,
indicating its effectiveness in improving the performance of
the interactive segmentation model.

4.4. Qualitative Result

We performed a qualitative assessment of InterFormer-
Tiny trained for 320k iterations. The outcomes of this eval-
uation are depicted in Figure 6, where InterFormer can gen-
erate a IoU score exceeding 0.9 for two out of the three

1 Click

4 Click

1 Click

IoU=0.948

IoU=0.915

IoU=0.961

Figure 6. Qualitative results on DAVIS. The first column displays
the original image with clicks, denoted by pentagrams (green for
positive clicks and red for negative). The second column presents
the model’s predicted logits illustrated as a heatmap. The third col-
umn showcases the predicted segmentation results, with the IoU
calculated against the ground truth indicated within.

cases with only one click.

5. Conclusion

This paper focuses on improving interactive efficiency
and speed of interactive image segmentation. Previous
methods often compute image features repeatedly at each
interaction step. In this paper, we propose InterFormer, a
new pipeline that separates image processing from interac-
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tive segmentation. InterFormer uses a large vision trans-
former (ViT) on high-performance devices to preprocess
images in parallel and then employs a lightweight inter-
active multi-head self-attention (I-MSA) module on low-
power devices for real-time segmentation. Extensive exper-
iments demonstrate that InterFormer achieves high-quality
interactive segmentation on CPU-only devices while out-
performing previous models in terms of efficiency and qual-
ity.
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