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Abstract

We propose a simple, efficient, yet powerful framework
for dense visual predictions based on the conditional dif-
fusion pipeline. Our approach follows a “noise-to-map”
generative paradigm for prediction by progressively remov-
ing noise from a random Gaussian distribution, guided by
the image. The method, called DDP, efficiently extends
the denoising diffusion process into the modern perception
pipeline. Without task-specific design and architecture cus-
tomization, DDP is easy to generalize to most dense pre-
diction tasks, e.g., semantic segmentation and depth esti-
mation. In addition, DDP shows attractive properties such
as dynamic inference and uncertainty awareness, in con-
trast to previous single-step discriminative methods. We
show top results on three representative tasks with six di-
verse benchmarks, without tricks, DDP achieves state-of-
the-art or competitive performance on each task compared
to the specialist counterparts. For example, semantic seg-
mentation (83.9 mIoU on Cityscapes), BEV map segmenta-
tion (70.6 mIoU on nuScenes), and depth estimation (0.05
REL on KITTI). We hope that our approach will serve as a
solid baseline and facilitate future research.

1. Introduction

Dense prediction tasks are the foundation of computer
vision research, including a wide range of perceptual tasks
such as semantic segmentation [19, 91], depth estimation
[28, 63, 67], and optical flow [26, 28]. These tasks require
correctly predicting the discrete labels or continuous values
for all pixels in the image, which provides detailed contex-
tual understanding and enables various applications.

Numerous methods have rapidly improved the result of
perception tasks over a short period of time. In general
terms, these methods can be divided into two paradigms:
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Figure 1. Conditional diffusion pipeline for dense visual pre-
dictions. Specifically, a conditional diffusion model is employed,
where q is the forward diffusion process and pθ is the inverse pro-
cess. The framework iteratively transforms the noise sample yT ,
drawn from a standard Gaussian distribution, into the desired tar-
get prediction y0 under the guidance of the input image x.

discriminative-based [27, 88, 78, 17] and generative-based
[77, 31, 35, 40, 81]. The former approach, which directly
learns the mapping between input-output pairs and predicts
in a single forward step, has become the current de-facto
choice due to its simplicity and efficiency. Whereas, gen-
erative models aim at modeling the underlying distribution
of the data, conceptually having a greater capacity to han-
dle challenging tasks. However, they are often restricted by
complex architecture customization as well as various train-
ing difficulties [60, 37, 6].

These challenges have been largely addressed by the dif-
fusion and score-based models [32, 64, 68]. The solutions,
based on denosing diffusion process, are conceptually sim-
ple: they apply a continuous diffusion process to transform
data into noise and generate new samples by simulating the
time-reversed diffusion process. These methods now en-
able easy training and achieve superior results on various
generative tasks [50, 58, 56, 53]. Witnessing these great
successes, there has been a recent surge of interest to intro-
duce diffusion models to dense prediction tasks, including
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Figure 2. The proposed DDP framework. The image encoder extracts feature representation from the input image x as the condition.
The map decoder takes the noisy map yt as input and produces the denoised prediction under the guidance. During training, the noisy
map yt is constructed by adding Gaussian noise to the encoded ground truth. In inference, the noisy map yt is randomly sampled from the
Gaussian distribution and iteratively refined to obtain the desired prediction y0.

semantic segmentation [1, 13, 75, 74] and depth estimation
[61]. However, these methods simply transfer the heavy
frameworks from image generation tasks to dense predic-
tion, resulting in low efficiency, slow convergence, and sub-
optimal performance.

In this paper, we introduce a general, simple, yet effec-
tive diffusion framework for dense visual prediction. Our
method named as DDP, which extends the denoising diffu-
sion process into the modern perception pipeline effectively
(see Figure 2). During training, the Gaussian noise con-
trolled by a noise schedule [51] is added to the encoded
ground truth to obtain the noisy maps. Then these noisy
maps are fused with the conditional features from the im-
age encoder, e.g., Swin Transformer [45]. Finally, these
fused features are fed to a lightweight map decoder to pro-
duce the predictions without noise. At the inference phase,
DDP generates predictions by reversing the learned diffu-
sion process, which adjusts a noisy Gaussian distribution to
the learned map distribution under the guidance of the test
images (see Figure 1).

Compared to previous cumbersome diffusion perception
models [75, 74, 61], DDP decouples the image encoder and
map decoder. The image encoder runs only once, while the
diffusion process is performed only in the lightweight de-
coder head. With this efficient design, our proposed method
can easily be applied to modern perception tasks. Further-
more, unlike previous single-step discriminative models,
DDP is capable of performing iterative inference multiple
times using the shared parameters and exhibits the follow-
ing appealing properties: (1) dynamic inference to trade off
computation and prediction quality and (2) natural aware-
ness of the prediction uncertainty.

We evaluate DDP on three representative dense predic-
tion tasks, including semantic segmentation, BEV map seg-
mentation, and depth estimation, using six popular datasets
(ADE20K [91], Cityscapes [19], nuScenes [7], KITTI [28],
NYU-DepthV2 [63], and SUN RGB-D [67]). Our experi-
mental results demonstrate that DDP significantly outper-
forms existing state-of-the-art methods. Specifically, on

ADE20K, DDP achieves 46.1 mIoU with a single sampling
step, which is significantly better than UperNet [76] and
K-Net [87]. On nuScenes, DDP yields an mIoU of 70.3,
which is clearly better than the BEVFusion [47] baseline
that achieves an mIoU of 62.7. Furthermore, by increasing
the sampling steps, DDP can achieve even higher perfor-
mance on both ADE20K and nuScenes, reaching anmIoU
of 47.0 and 70.6, respectively. Moreover, the gains are
more versatile for different model architectures as well as
model sizes. DDP achieves 83.9 mIoU on Cityscapes with
the ConvNeXt-L backbone and produces a leading REL of
0.05 on KITTI with the Swin-L backbone.

Overall, our contributions in this work are three-fold.

• We formulate the dense visual prediction tasks as a
general conditional denoising process, with simple yet
highly effective designs.

• Our “noise-to-map” generative paradigm offers several
appealing properties, such as the ability to perform dy-
namic inference and uncertain awareness.

• We conduct extensive experiments on three represen-
tative tasks with six diverse benchmarks. The results
demonstrate that our method, which we refer to as
DDP, achieves competitive performance when com-
pared to previous discriminative methods.

2. Related Work
Diffusion Model. Diffusion [32, 64] and score-based
generative models [66] have been particularly successful
as generative models and achieve impressive results across
various modalities, including images [53, 59, 24, 50, 23,
23], video [33, 34], audio [38], and biomedical [2, 70, 62,
20]. Given the notable achievements of diffusion models
in these respective domains, leveraging such models to de-
velop generation-based perceptual models would prove to
be a highly promising avenue to push the boundaries of per-
ceptual tasks to newer heights.
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Dense Prediction. The perception of real-world scenes
via pixel-by-pixel classification or regression is commonly
formulated as dense prediction tasks, such as semantic
segmentation [19, 91], depth estimation [28, 63, 67], and
optical flow [26, 28]. Numerous methods have emerged
and achieved tremendous progress, and these advances
can be roughly divided to: multi-scale feature aggregation
[8, 9, 76], high-capacity backbone [78, 89, 54] and power-
ful decoder head [69, 87, 18, 36]. In this paper, as shown in
Figure 1, which differs from previous discriminative-based
methods, we explore a generative “noise-to-map” paradigm
for general dense prediction tasks.
Diffusion Models for Dense Prediction. With the recent
success of diffusion models in generation tasks, there has
been a noticeable rise in interest to incorporate them into
dense visual prediction tasks. Several pioneering works [75,
1, 74, 13, 61, 11] attempted to apply the diffusion model to
visual perception tasks, e.g. image segmentation or depth
estimation task. For example, Wolleb et al. [74] explore the
diffusion model for medical image segmentation. Pix2Seq-
D [13] applies the bit diffusion model [15] for panoptic seg-
mentation. Our concurrent work DepthGen [61] involves
diffusion pipeline to the task of depth estimation. For all
the diffusion models listed above, one or two parameter-
heavy convolutional U-Nets [57] are adopted, leading to
low efficiency, slow convergence, and sub-optimal perfor-
mance. In this work, as illustrated in Figure 2, we introduce
a simple yet effective diffusion framework, which extends
the denoising diffusion process into the modern perception
pipeline while maintaining accuracy and efficiency.

3. Methodology
3.1. Preliminaries

Dense Prediction. The objective of dense prediction
tasks is to predict discrete labels or continuous values, de-
noted as y, for every pixel present in the input image
x ∈ R3×h×w.
Conditional Diffusion Model. The conditional diffusion
model, which is an extension of the diffusion model [32,
64, 68], belongs to the category of likelihood-based models
inspired by non-equilibrium thermodynamics. The condi-
tional diffusion model assumes a forward noising process
by gradually adding noise to the data sample, which is de-
fined as:

q (zt | z0) = N
(
zt;

√
ᾱtz0, (1− ᾱt) I

)
, (1)

which transforms the data sample z0 to a latent noisy
sample zt for t ∈ {0, 1, . . . , T}. The constants ᾱt :=∏t

s=0 αs =
∏t

s=0 (1− βs) and βs represents the noise
schedule [51, 32]. During training, the reverse process
model fθ (zt,x, t) is trained to predict z0 from zt under

the guidance of condition x by minimizing the training ob-
jective function (i.e., l2 loss). At the inference stage, pre-
dicted data sample z0 is reconstructed from a random noise
zT with the model fθ, conditional input x, and a transla-
tion rule [32, 65] in a markovian way, i.e., zT → zT−∆ →
. . . → z0, which can be formulated as:

pθ (z0:T | x) = p (zT )

T∏
t=1

pθ (zt−1 | zt,x) . (2)

In this paper, our goal is to solve dense prediction tasks via
the conditional diffusion model. In our setting, the data
samples are the ground truth map z0 = y, and a neu-
ral network fθ is trained to predict z0 from random noise
zt ∼ N (0, I) conditioned on the corresponding image x.

3.2. Architecture

Since the diffusion model generates samples progres-
sively, it requires multiple runs of the model in the inference
stage. Previous methods [75, 61, 74] apply the model fθ in
multiple steps on the raw image x, which significantly in-
creases the computational overhead. To alleviate this issue,
we separate the entire model into two parts: image encoder
and map decoder, as shown in Figure 2. The image encoder
forwards only once to extract the feature map from the input
image x. Then the map decoder employs it as the condition
rather than the raw image x, to gradually refine the predic-
tion from the noisy map yt.

Image Encoder. The image encoder receives the raw im-
age x as input and generates multi-scale features at 4 dif-
ferent resolutions. Subsequently, these multi-scale features
are fused using the FPN [44] and aggregated by a 1×1 con-
volution. The produced feature map, with the resolution of
256× h

4 × w
4 , is employed as the condition for the map de-

coder. In contrast to the previous methods [1, 75, 61], DDP
is able to work with modern network architectures such as
ConvNext [46] and Swin Transformer [45].

Map Decoder. The map decoder fθ takes as input the
noisy map yt and the feature map from the image en-
coder via concatenation and performs a pixel-by-pixel clas-
sification or regression. Following the common practice
[17, 92, 86] in modern perception pipelines, we simply
stack six layers of deformable attention as the map decoder.
Compared to previous works [1, 75, 61, 13, 74] that use the
parameter-intensive U-Nets, our map decoder is lightweight
and compact, allowing efficient reuse of the shared param-
eters during the multi-step reverse diffusion process.

3.3. Training

During training, we first construct a diffusion process
from the ground truth y to the noisy map yt and then train
the model to reverse this process. The training procedure
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Algorithm 1: DDP Training

def train(images, maps):
"""images: [b, 3, h, w], maps: [b, 1, h, w]"""
img_enc = image_encoder(images) # encode image
map_enc = encoding(maps) # encode gt
map_enc = (sigmoid(map_enc) * 2 - 1) * scale
# corrupt gt
t, eps = uniform(0, 1), normal(mean=0, std=1)
map_crpt = sqrt(alpha_cumprod(t)) * map_enc +

sqrt(1 - alpha_cumprod(t)) * eps
# predict and backward
map_pred = map_decoder(map_crpt, img_enc, t)
loss = objective_func(map_pred, maps)
return loss

for DDP is provided in Algorithm 1 (for more details please
refer to ??).

Label Encoding. Standard diffusion models assume con-
tinuous data, which makes them a convenient choice for re-
gression tasks with continuous values (e.g., depth estima-
tion). However, existing studies [13, 15] show that they
are unsuitable for discrete labels (e.g., semantic segmenta-
tion). Therefore, we explore several encoding strategies for
the discrete labels, including: (1) One-hot encoding, which
represents categorical labels as binary vectors of 0 and 1;
(2) Analog bits encoding [13], which first converts discrete
integers into bit strings, and then casts them as real num-
bers; (3) Class embedding, which uses a learnable embed-
ding layer to project discrete labels into a high-dimensional
continuous space, with a sigmoid function for normaliza-
tion. For all of these strategies, we normalize and scale the
range of encoded labels within [−scale,+scale], as shown
in Algorithm 1. Notably, the scaling factor scale controls
the signal-to-noise ratio (SNR) [13, 12], which is an im-
portant hyper-parameter for diffusion models. We compare
these strategies in Table 5a and find class embedding work
best. More discussions are in Section 4.5.

Map Corruption. We add Gaussian noise to corrupt the
encoded ground truth, obtaining the noisy map yt. As
shown in Equation (1), the intensity of corruption noise is
controlled by αt, which adopts the monotonically decreas-
ing schedule for αt in different time steps t ∈ [0, 1]. Differ-
ent noise scheduling strategies, including cosine schedule
[51] and linear schedule [32], are compared and discussed
in Section 4.5. We found that the cosine schedule usually
worked best in our benchmark tasks.

Objective Function. Standard diffusion models are
trained with l2 loss, which is reasonable for dense predic-
tion tasks, but we found that adopting a task-specific loss
works better for supervision, e.g., cross-entropy loss for se-
mantic segmentation, sigloss for depth estimation.

Algorithm 2: DDP Sampling

def sample(images, steps, td=1):
"""steps: sample steps, td: time difference"""
img_enc = image_encoder(images)
map_t = normal(0, 1) # [b, 256, h/4, w/4]
for step in range(steps):
# time intervals
t_now = 1 - step / steps
t_next = max(1 - (step + 1 + td) / steps, 0)
# predict map_0 from map_t
map_pred = map_decoder(map_t, img_enc, t_now)
# estimate map_t at t_next
map_t = ddim(map_t, map_pred, t_now, t_next)

return map_pred

3.4. Inference

Given a test image as condition input, the model starts
with a random noise map sampled from a Gaussian distri-
bution and gradually refines the prediction, we summarize
the inference procedure in Algorithm 2.

Sampling Rule. We choose the DDIM update rule [65]
for the sampling. In each sampling step t, the random noise
yT or the predicted noisy map yt+1 from the last step is
fused with the conditional feature map, and sent to the map
decoder fθ for map prediction. After getting the predicted
result of the current step, we compute the noisy map yt for
the next step using the reparameterization trick. Follow-
ing [14, 13, 11], we use the asymmetric time intervals (con-
trolled by a hyper-parameter td) during the inference stage,
and td = 1 works best in our method.

Sampling Drift. As displayed in Figure 3a, we empiri-
cally observe that the model performance improves in a few
sampling steps and then declines slightly as the number of
steps increases. Similar observations can also be found in
[11, 10, 61]. This performance decline can be attributed
to the “sampling drift” challenge, which refers to the dis-
crepancy between the distribution of training and sampling
data. During training, the model is trained to inverse the
noisy ground truth map, while during testing, the model is
inferred to remove noise from its “imperfect” prediction,
which drifts away from the underlying corrupted distribu-
tions. This drift becomes pronounced with smaller time
steps t, owing to the compounded errors, and is further in-
tensified when a sample deviates more substantially from
the distribution of ground truth [22].

To verify our hypothesis, in the last 5k iterations of train-
ing, we construct yt using the model’s prediction rather
than the ground truth. The approach transforms the train-
ing target to remove the added noise on its own predictions,
thereby aligning the data distribution of training and test-
ing. We name this approach “self-aligned denoising.” As
revealed in Figure 3a, this approach tends to produce satura-
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tion instead of performance degradation. Our findings sug-
gest that incorporating the diffusion process into perception
tasks could enhance efficacy compared to image generation
(e.g., about 50 DDIM steps for image generation). In other
words, the proposed DDP can improve efficiency (e.g., sat-
isfied results in 3 iterative steps) while retaining the benefits
of the diffusion model. More discussions can be found in
??.
Multiple Inference. By virtue of the multi-step sampling
procedure, our method supports dynamic inference, which
has the flexibility to trade compute for prediction quality.
Besides, it naturally enables the assessment of the reliability
and uncertainty of model predictions.

4. Experiment
We first present the appealing properties of our DDP, fol-

lowed by empirical evaluations of its performance against
leading methods on several representative tasks, includ-
ing semantic segmentation, BEV map segmentation, and
monocular depth estimation. Finally, we provide ablation
studies on the DDP components. Due to space limitations,
more implementation details and experimental results are
provided in ?? and ??, respectively.

4.1. Main Properties

We explore and show properties of DDP in Figure 3 us-
ing the default setting in Section 4.2. With such a multi-
step sampling procedure, we have the flexibility to trade
computational cost for prediction quality. Furthermore, the
stochastic sampling process allows the computing of pixel-
wise uncertainty maps of the prediction.
Dynamic Inference. We evaluate DDP with ConvNext-
T and ConvNext-L backbones by increasing their sampling
steps from 1 to 10. The results are presented in Figure 3a.
It can be seen that the DDP can continuously improve its
performance by using more sampling steps. For example,
DDP with ConvNext-T shows an increase from 82.33 mIoU
(1 step) to 82.60 mIoU (3 steps), and we visualize the infer-
ence trajectory in Figure 3b. In comparison to the previ-
ous single-step method, our approach boasts the flexibil-
ity to balance computational cost against accuracy. This
means our method can be adapted to different trade-offs be-
tween speed and accuracy under various scenarios without
the need to retrain the network.
Uncertainty Awareness. In addition to the performance
gains, the proposed DDP can naturally provide uncertainty
estimates. In the multi-step sampling process, we can sim-
ply count the pixels where the predicted result of each step
differs from the result of the previous step, and finally, we
simply normalize this change count map to 0-1 and ob-
tain an uncertainty map. In comparison, DDP is naturally
and easily capable of estimating uncertainty, whereas previ-
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(a) Dynamic inference. The results of multiple inference on Cityscapes.
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(b) Inference trajectory. Predicted mask results on different time steps.
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(c) Uncertainty awareness. High response areas in the uncertainty map
indicate high estimated uncertainty and are highly positively correlated
with white areas in the error map, which indicate misclassified points.
Zoom in for better visualization.

Figure 3. DDP enjoys two appealing properties: dynamic in-
ference to trading off computation and prediction quality and the
natural awareness of the prediction uncertainty.

ous methods [48, 30] require complicated modeling such as
Bayesian networks.

4.2. Semantic Segmentation

Datasets. We evaluate the proposed DDP using two
widely used datasets: ADE20K [91] and Cityscapes [19].
ADE20K is a large-scale scene parsing dataset with over
20,000 images, and Cityscapes is a street scene dataset with
high-quality pixel-level annotations for 5,000 images.

Settings. In the training phase, following common prac-
tices [73, 16, 78, 72], the crop size is set to 512×512 for
ADE20K, and 512×1024 for Cityscapes. We optimize our
DDP models using the AdamW [49] optimizer, with an ini-
tial learning rate of 6×10−5 and a weight decay of 0.01. All
models are trained for 160k iterations and compared fairly
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Method Backbone #Param FLOPs mIoU +MS
UperNet [76] Swin-T 60M 236G 44.5 45.8
Region Rebalance [21] Swin-T 60M 236G 45.0 46.5
MaskFormer [18] Swin-T 42M 55G 46.7 48.8
Mask2Former [17] Swin-T 47M 74G 47.7 49.6
K-Net [87] Swin-T 73M 256G 45.8 46.3
SenFormer [5] Swin-T 144M 179G 46.0 46.4
Non-diffusion Baseline Swin-T 35M 111G 44.9 46.1
DDP (step 1) Swin-T 40M 113G 46.1 47.6
DDP (step 3) Swin-T 40M 252G 47.0 47.8
UperNet [76] Swin-S 81M 259G 47.6 49.5
DDP (step 1) Swin-S 61M 136G 48.4 49.7
DDP (step 3) Swin-S 61M 276G 48.7 49.7
UperNet [76] Swin-B 121M 297G 48.1 49.7
DDP (step 1) Swin-B 99M 173G 49.2 50.8
DDP (step 3) Swin-B 99M 312G 49.4 50.8
UperNet [76] Swin-L† 234M 411G 52.1 53.5
DDP (step 1) Swin-L† 207M 285G 53.1 54.4
DDP (step 3) Swin-L† 207M 425G 53.2 54.4

Table 1. Semantic segmentation on ADE20K val set. We re-
port single-scale (SS) and multi-scale (MS) mIoU. The FLOPs
are measured with 512×512 inputs. Backbones pre-trained on
ImageNet-22K are marked with †.

with previous non-diffusion methods.
Results on ADE20K. Table 1 presents the semantic seg-
mentation performance of DDP on ADE20K [91], which
shows that our method consistently outperforms many rep-
resentative methods [76, 21, 87, 5] and the non-diffusion
baseline across different backbones. For instance, when us-
ing Swin-T [45] as the backbone, our DDP (step 1) yields a
promising result of 46.1 mIoU, surpassing the non-diffusion
baseline (DDP w/o diffusion process) by 1.2 points (46.1
vs. 44.9). Moreover, our DDP (step 3) can further enhance
the performance to 47.0 mIoU, attaining a remarkable gain
of 0.9 points by multi-steps of denoising diffusion. With the
Swin-L backbone, our DDP (step 3) achieves the best per-
formance of 53.2 mIoU, which is 1.1 points (53.2 vs. 52.1)
better than UperNet with comparable FLOPs. These results
suggest that our DDP not only achieves a performance gain
but also offers more flexibility than previous methods.
Results on Cityscapes. We compare our DDP with var-
ious representative models on Cityscapes [19] in Table 2,
such as Segmenter [69], SETR [89], SegFormer [78], Di-
versePatch [29], and Mask2Former [17], and so on. As
shown, we conduct extensive experiments based on Con-
vNeXt [46] and Swin [45] with different model sizes. When
using ConvNeXt-L† as the backbone, our DDP (step 1) pro-
duces a competitive result of 82.95 mIoU, and it can be fur-
ther boosted to 83.21 mIoU (step 3). This phenomenon was
also observed when taking Swin-T as the backbone, and the
mIoU increased from 80.96 to 81.24 through additional 2
sampling steps. These experimental results demonstrate the
scalability of our methodology, which can be applied to dif-
ferent model structures of arbitrary size. Moreover, once

Method Backbone #Param FLOPs mIoU +MS
Segmenter [69] ViT-L† 333M 2685G 79.10 81.30
SETR-PUP [89] ViT-L† 318M 2955G 79.34 82.15
StructToken [43] ViT-L† 364M 2913G 80.05 82.07
OCRNet [84, 85] HRFormer-B 56M 2240G 81.90 82.60
SegFormer-B5 [78] MiT-B5 85M 1448G 82.25 83.48
DiversePatch [29] Swin-L† 234M 3190G 82.70 83.60
Mask2Former [17] Swin-L† 216M 2113G 83.30 84.30
DDP (step 1) Swin-T 39M 885G 80.96 82.25
DDP (step 3) Swin-T 39M 1992G 81.24 82.46
DDP (step 1) Swin-S 61M 1067G 82.17 83.06
DDP (step 3) Swin-S 61M 2174G 82.41 83.21
DDP (step 1) Swin-B 99M 1357G 82.37 83.36
DDP (step 3) Swin-B 99M 2464G 82.54 83.42
DDP (step 1) ConvNext-T 40M 883G 82.33 83.00
DDP (step 3) ConvNext-T 40M 1989G 82.60 83.15
DDP (step 1) ConvNext-S 62M 1059G 82.37 83.38
DDP (step 3) ConvNext-S 62M 2166G 82.69 83.58
DDP (step 1) ConvNext-B 100M 1340G 82.59 83.47
DDP (step 3) ConvNext-B 100M 2447G 82.78 83.49
DDP (step 1) ConvNext-L† 209M 2139G 82.95 83.76
DDP (step 3) ConvNext-L† 209M 3245G 83.21 83.92

Table 2. Semantic segmentation on Cityscapes val set. We re-
port single-scale (SS) and multi-scale (MS) mIoU. The FLOPs
are measured with 1024×2048 inputs. Backbones pre-trained on
ImageNet-22K are marked with †.

again, the experimental results show that DDP achieves pro-
gressive improvements through multi-step denoising diffu-
sion while keeping comparable computational overhead.

Discussion. The original intention of DDP is to design a
diffusion-based general framework for various dense pre-
diction tasks. Although its segmentation performance is
slightly lower than its specialized counterpart Mask2Former
[17], it remains highly competitive and has several at-
tractive features. How to design a segmentation-specific
diffusion framework to achieve better performance than
Mask2Former is left for future research.

4.3. BEV Map Segmentation

Dataset. We conduct our experiments of BEV map seg-
mentation on the nuScenes [7] dataset. It is a large-scale
autonomous driving perception dataset, which includes over
1000 urban road scenes covering different time periods and
weather conditions in two cities, Boston and Singapore.

Settings. We further verify the DDP framework on the
BEV map segmentation task. Specifically, we equip our
method with the representative method BEVFusion [47],
where we directly replace its segmentation head with the
proposed map decoder for the diffusion process. We fol-
low evaluation protocol from [47] and compare the results
with state-of-the-art methods [79, 82, 47, 4]. We report the
IoU of 6 background classes, including drivable space (Dri),
pedestrian crossing (Ped), walk-way (Wal), stop line (Sto),
car-parking area (Car), and lane divider (Div), and use the

21746



Method Modality Dri Ped Wal Sto Car Div Mean
OFT [55] C 74.0 35.3 45.9 27.5 35.9 33.9 42.1
LSS [52] C 75.4 38.8 46.3 30.3 39.1 36.5 44.4
CVT [90] C 74.3 36.8 39.9 25.8 35.0 29.4 40.2
M2BEV [79] C 77.2 - - - - 40.5 -
BEVFusion [47] C 81.7 54.8 58.4 47.4 50.7 46.4 56.6
X-Align [4] C 82.4 55.6 59.3 49.6 53.8 47.4 58.0
DDP (step 1) C 83.2 58.5 61.6 52.4 51.1 48.9 59.3
DDP (step 3) C 83.6 58.3 61.8 52.3 51.4 49.2 59.4
PointPainting [71] C+L 75.9 48.5 57.1 36.9 34.5 41.9 49.1
MVP [82] C+L 76.1 48.7 57.0 36.9 33.0 42.2 49.0
BEVFusion [47] C+L 85.5 60.5 67.6 52.0 57.0 53.7 62.7
X-Align [4] C+L 86.8 65.2 70.0 58.3 57.1 58.2 65.7
DDP (step 1) C+L 89.3 69.5 74.8 62.5 63.5 62.3 70.3
DDP (step 3) C+L 89.4 69.8 75.0 63.0 63.8 62.6 70.6

Table 3. BEV map segmentation on nuScenes val set. We report
the IoU of 6 background classes and the mean IoU. “C” and “L”
denotes the camera modality and LiDAR modality, respectively.

mean IoU as the primary evaluation metric. Other training
settings are kept the same as [47] for fair comparisons.
Results. We show the results of our BEV map segmen-
tation experiments in Table 3, which exhibit the superior
performance of our approach, over existing state-of-the-art
methods. Specifically, in the camera-only scenario, our
DDP (step 1) attains a 59.3 mIoU score on the nuScenes val-
idation dataset, which surpasses the previous best method
X-Align [4] by 1.3 mIoU (59.3 vs. 58.0). By iteratively
refining the output of the model, DDP (step 3) sets a new
state-of-the-art record of 59.4 mIoU solely based on cam-
era modality. In the multi-modality setting, we improve
the segmentation results of our DDP (step 1) to 70.3 mIoU
by combining LiDAR information, significantly higher than
the current state-of-the-art methods [47, 4] by at least 4.6
mIoU. Remarkably, this performance can be further en-
hanced to a maximum of 70.6 mIoU by leveraging the ben-
efits of iterative denoising diffusion. In summary, these
results demonstrate that DDP can be easily generalized to
other tasks and obtain performance gains, proving the ef-
fectiveness and generalization of our approach.

4.4. Depth Estimation

Datasets. We evaluate the depth estimation performance
of DDP on three prominent datasets, namely KITTI [28],
NYU-DepthV2 [63], and SUN RGB-D [67]. (1) The KITTI
dataset encompasses stereo image pairs and corresponding
ground truth depth maps for outdoor scenes captured by a
car-mounted camera. Following common practices [25, 41],
we use about 26K left-view images for training and 697
images for testing. (2) The NYU dataset contains RGB-
Depth images for indoor scenes captured at a resolution
of 640×480. Similar to prior research [41], the model is
trained on 24K train images and evaluated on the reserved
652 images. (3) The SUN RGB-D dataset is a vast collec-

tion of around 10K indoor images. We employ it to evaluate
the generalization abilities of our NYU pre-trained models.
The results on KITTI are shown in the main paper, while
others will be provided in the supplementary material.
Settings. We incorporate the DDP model into the code-
base developed by [41] for depth estimation experiments.
We excluded the discrete label encoding module as the task
requires continuous value regression. All experimental set-
tings are the same as [41] for a fair comparison.
Metrics. Typically, the evaluation of depth estimation
methods employs the following metrics: accuracy under
threshold (δi < 1.25i, i = 1, 2, 3), mean absolute relative
error (REL), mean squared relative error (SqRel), root mean
squared error (RMSE), root mean squared log error (RMSE
log), and mean log10 error (log10).
Results. Table 4 shows the depth estimation results on
the KITTI dataset. We compare the proposed DDP mod-
els with state-of-the-art depth estimators. Specifically, we
choose DepthFormer [41] and DepthGen [61] as our main
competitors, in which DepthFormer is a strong counter-
part and achieved leading performance, while DepthGen
is a concurrent work of ours and is also a diffusion-based
depth estimator. As we can observe, although the perfor-
mance on this benchmark tends to be saturated, our DDP
models still outperform all the competitors with clear mar-
gins in most metrics, such as REL, SqRel, and RMSE. For
instance, equipped with Swin-L†, our method achieves a
state-of-the-art RMSE log of 0.076 by 3 steps of denoising
diffusion. Compared with the concurrent diffusion-based
model [61], we find that: (1) DDP outperforms DepthGen
with clear margins, particularly in regards to the RMSE↓
metric (2.072 vs. 2.985), which can be contributed by the
equipped advanced pipeline design (e.g., Swin Transformer
vs. U-Net). (2) DDP is more lightweight and efficient com-
pared to DepthGen, as the denoising diffusion process oc-
curs solely on the decoder head, whereas with DepthGen,
the process occurs on the entire model.

4.5. Ablation Study

We conduct ablation studies on the ADE20K semantic
segmentation. All models are trained using our DDP with
Swin-T [45] backbone for 160k iterations. Other settings
are the same as the settings in Section 4.2.
Label Encoding. Since the labels of semantic segmenta-
tion are discrete, we need to encode them first. As shown in
Table 5a, here we study the effect of three different strate-
gies. For each of them, we search the optimal scaling factor.
The results show that class embedding is a better strategy to
encode semantic labels than one-hot and analog bits [13].
Signal Scale. As shown in Table 5b, we search for the
best scaling factor for the class embedding strategy. As can
be seen, when we use a larger scaling factor than 0.01, the
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Method Backbone δ1 ↑ δ2 ↑ δ3 ↑ REL ↓ SqRel ↓ RMSE ↓ RMSE log ↓
DORN [27] ResNet-101 0.932 0.984 0.994 0.072 0.307 2.727 0.120
VNL [83] ResNeXt-101 0.938 0.990 0.998 0.072 - 3.258 0.117
BTS [39] DenseNet-161 0.956 0.993 0.998 0.059 0.245 2.756 0.096
TransDepth [80] ResNet-50 + ViT-B 0.956 0.994 0.999 0.064 0.252 2.755 0.098
DPT [54] ResNet-50 + ViT-B 0.959 0.995 0.999 0.062 - 2.573 0.092
AdaBins [3] EfficientNet-B5 + Mini-ViT 0.964 0.995 0.999 0.058 0.190 2.360 0.088
DepthFormer [41] ResNet-50 + Swin-T 0.966 0.995 0.999 0.056 0.177 2.252 0.086
DepthFormer [41] ResNet-50 + Swin-L† 0.975 0.997 0.999 0.052 0.158 2.143 0.079
BinsFormer [42] Swin-L† 0.974 0.997 0.999 0.052 0.151 2.098 0.079
DepthGen (step 8)* [61] Efficient U-Net 0.953 0.991 0.998 0.064 0.356 2.985 0.100
DDP (step 3) Swin-T 0.969 0.996 0.999 0.054 0.168 2.172 0.083
DDP (step 3) Swin-S 0.970 0.996 0.999 0.053 0.167 2.171 0.082
DDP (step 3) Swin-B† 0.973 0.997 0.999 0.051 0.155 2.119 0.078
DDP (step 3) Swin-L† 0.975 0.997 0.999 0.050 0.148 2.072 0.076

Table 4. Depth estimation on the KITTI val set. Backbones pre-trained on ImageNet-22K are marked with †. We report the performance
of DDP with 3 diffusion steps. The best and second-best results are bolded or underlined, respectively. ↓ means lower is better, and ↑
means higher is better. * denotes best results of our concurrent work [61].

Type mAcc mIoU
analog bits 57.6 46.2
onehot 56.8 46.2
embedding 58.4 47.0

(a) Label encoding. We find
class embedding works best.

Scale mAcc mIoU
0.001 56.6 45.4
0.01 58.4 47.0
0.02 57.5 46.8
0.04 56.8 45.9
0.1 55.0 44.0

(b) Scaling factor. The
best scaling factor is 0.01.

Type mAcc mIoU
cosine 58.4 47.0
linear 56.3 45.1

(c) Noise schedule.
Cosine works best.

L mAcc mIoU #Param
1 56.1 44.5 2.4M
2 56.5 45.0 3.6M
4 57.2 45.7 6.0M
6 58.4 47.0 8.4M
12 55.7 46.0 15.6M

(d) Decoder depth L.
Six blocks work best.

Step mIoU FLOPs FPS
1 45.8 256G 18
1 46.1 113G 19
2 46.8 182G 15
3 47.0 252G 13
4 46.8 322G 11

(e) Accuracy vs. Efficiency.
Yellow denotes K-Net [87].

Table 5. DDP ablation experiments with Swin-T [45] on ADE20K semantic segmentation. We report the performance with 3 sampling
steps in (a), (b), (c), and (d). If not specified, the default settings are: the label encoding strategy is class embedding, the scaling factor is
set to 0.01, the noise schedule is cosine, and the map decoder has a depth of 6. Default settings are marked in gray .

performance degraded significantly. This is because using
a larger scaling factor, more easy cases are reserved with
the same time step t. In addition, we found the best scaling
factor (i.e., 0.01) for class embedding is typically smaller
than analog bits [13] and one-hot (i.e., 0.1).

Noise Schedule. As shown in Table 5c, we compare the
effectiveness of the cosine schedule [51] and linear sched-
ule [32] in DDP for semantic segmentation, and find that
the model using the cosine schedule achieves notably better
performance (47.0 vs. 45.1). This is attributed to the cosine
schedule’s mechanism of simulating the realistic scenario
of gradually weakening signal influence, which prompts the
model to learn stronger denoising capabilities, in contrast to
the simple linear schedule.

Decoder Depth. We study the effect of decoder depth in
Table 5d and observe that the map decoder requires a suit-
able depth. Initially, the model accuracy improves as the
depth increases, but eventually decreases. Therefore, we fi-
nally adopted a map decoder with 6 blocks, which only has
8.4M parameters. Overall, the map decoder is lightweight
and efficient, compared with representative methods K-Net
[87] (41.5M) and UperNet [76] (31.5M).

Accuracy vs. Efficiency. We show the dynamic trade-off
of DDP between accuracy and efficiency in Table 5e. Com-
pared with the representative discriminative method K-Net
[87], DDP yields a better mIoU when using only one sam-
pling step, with fewer FLOPs and higher FPS. When adopt-
ing three sampling steps, the performance is further boosted
to 47.0 mIoU, while maintaining comparable FLOPs and
FPS. These results show that DDP can iteratively infer mul-
tiple times with reasonable time cost.

5. Conclusion

This paper introduced DDP, a simple, efficient, yet pow-
erful framework for dense visual predictions based on con-
ditional diffusion. It extends the denoising diffusion process
into modern perception pipelines, without requiring archi-
tectural customization or task-specific design. We demon-
strate DDP’s effectiveness through state-of-the-art or com-
petitive performance on three representative tasks and six
diverse benchmarks. Moreover, it additionally exhibits mul-
tiple inference and uncertainty awareness, which contrasts
with previous single-step discriminative methods. These re-
sults indicate that DDP can serve as an important baseline
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for future research in dense prediction tasks. One potential
drawback of DDP is its non-negligible additional computa-
tional cost for multi-step inference. Besides, while DDP has
demonstrated excellent improvement on several benchmark
datasets for dense visual prediction tasks, further research
is necessary to determine its efficacy in other domains.
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