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Abstract

Knowledge distillation (KD) has become a standard
method to boost the performance of lightweight object de-
tectors. Most previous works are feature-based, where stu-
dents mimic the features of homogeneous teacher detectors.
However, distilling the knowledge from the heterogeneous
teacher fails in this manner due to the serious semantic gap,
which greatly limits the flexibility of KD in practical appli-
cations. Bridging this semantic gap now requires case-by-
case algorithm design which is time-consuming and heavily
relies on experienced adjustment. To alleviate this problem,
we propose Universal Knowledge Distillation (UniKD), in-
troducing additional decoder heads with deformable cross-
attention called Adaptive Knowledge Extractor (AKE). In
UniKD, AKEs are first pretrained on the teacher’s output to
infuse the teacher’s content and positional knowledge into
a fixed-number set of knowledge embeddings. The fixed
AKEs are then attached to the student’s backbone to en-
courage the student to absorb the teacher’s knowledge in
these knowledge embeddings. In this query-based distilla-
tion paradigm, detection-relevant information can be dy-
namically aggregated into a knowledge embedding set and
transferred between different detectors. When the teacher
model is too large for online inference, its output can be
stored on disk in advance to save the computation overhead,
which is more storage efficient than feature-based meth-
ods. Extensive experiments demonstrate that our UniKD
can plug and play in any homogeneous or heterogeneous
teacher-student pairs and significantly outperforms conven-
tional feature-based KD.

1. Introduction

Object detection is a fundamental computer vision task
that has been widely applied to many practical applications.

*Work done during internship at SenseTime Research.
†Corresponding authors.
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Figure 1: The feature density of different models. First row:
four teachers. Second row: students distilled with FitNet.
Third row: students distilled with UniKD.

In recent years, various frameworks for object detection
have been proposed to improve tdetection performance such
as Faster R-CNN [19], RetinaNet [13], FCOS [21], and De-
formable DETR [37]. In practical applications, different de-
tectors often favor different devices due to constraints on
parameter number, inference latency, and even the detector
framework. For example, the high-performance Faster R-
CNN is not friendly to some edge devices due to the RoI
pooling operator but is often deployed in many cloud de-
vices. Therefore, boosting the accuracy of deployable mod-
els in different detector frameworks as much as possible is
the core problem in practical applications.

Knowledge Distillation (KD) [20, 6, 31] methods have
significantly boosted the performance of lightweight stu-
dent via learning from a high-capacity teacher model. This
learning paradigm explored by researchers on various visual
tasks including high-level visual understanding tasks [19,
13], as well as low-level visual tasks [25, 8]. Current detec-
tion KD methods are mostly feature-based [20, 28, 29, 26].
For example, FGD [28] improves the RetinaNet-Res50
from 37.4 mAP to 39.6 mAP by mimicking the RetinaNet-
Res101. However, these methods are not general enough
because they only consider homogeneous pairs of teach-
ers and students with the same framework. How to flex-
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ibly transfer the knowledge in heterogeneous teacher-
student pairs, such as from RetineNet-Res101 to De-
formable DETR-Res18, is a practical and challenging
topic for object detection. Unfortunately, conventional
feature-based distillation fails in directly distilling knowl-
edge from the heterogeneous teacher due to a serious se-
mantic gap. As shown in Fig. 1, activation maps from dif-
ferent detection frameworks indicate significantly different
semantics. We further show the feature maps of students
after feature-based KD in the second row, which demon-
strates that it’s hard for students to imitate the teachers’ out-
put completely and this even impairs the students’ perfor-
mance. To alleviate this dilemma, several works [18, 23]
have tried to bridge this semantic gap by introducing assis-
tants to guide the optimization of the student detector. How-
ever, these assistants require a case-by-case algorithm de-
sign to adapt to different teacher-student pairs, which heav-
ily relies on experienced adjustment and greatly limits its
flexibility.

Additionally, to obtain supervision from the teacher in
each iteration, large amounts of computing resources and
training time are consumed when training data pass through
the giant teacher networks, which is inefficient and costly.
A straightforward solution, called offline KD, is to store
the multi-scale teacher features of each training image in
advance and then reuse them during distillation to avoid
the storage-consuming online inference of teachers. How-
ever, the storage cost of the current feature-based distillation
method is unacceptable.

In this paper, we propose a query-based distillation
paradigm called Universal Knowledge Distillation (UniKD)
to flexibly transfer knowledge in any homogeneous or het-
erogeneous teacher-student pairs. The advantages of such
a query-based paradigm are threefold: (1) Given a high-
capacity teacher model trained in any popular detection
frameworks, we can directly boost the performance of
lightweight detectors, whether they’re homogeneous or het-
erogeneous. (2) UniKD is a general knowledge distillation
paradigm with zero-cost algorithm adjustment in different
practical applications without time-consuming case-by-case
design. (3) In contrast to distilling the whole feature map,
query-based UniKD extracts the teachers’ knowledge into
a small number of knowledge embeddings, which requires
significantly less storage than feature-based methods in of-
fline KD and even performs better. See Tab. 4.

In UniKD, we introduce Adaptive Knowledge Extractor
(AKE) modules, which are additional transformer decoder
heads with deformable cross-attention. The AKE modules
use content queries (qct) and positional queries (qpos) as
probes to extract the detection-relevant knowledge from the
network’s intermediate output for distillation. Specifically,
this paradigm has two stages. In the first stage, given a high-
capacity teacher model, qct and qpos are first generated to

absorb the teacher’s knowledge via the AKE modules. AKE
modules are pre-trained at this stage to be capable of ex-
tracting detection-relevant knowledge. In the second stage,
the AKEs with frozen qct, qpos and parameter weights are
attached to the output multi-scale features of the student to
imitate the teacher’s output extracted by the same AKEs.
This encourages the student to absorb the teacher’s knowl-
edge in knowledge embeddings. The proposed AKE mod-
ule is detector-agnostic and can be applied to arbitrary de-
tectors for extracting detection-relevant knowledge, which
can be transferred to any student detectors to boost their
performance.

We conduct extensive experiments to demonstrate the
generalization of our method, which achieves better or com-
parable results on homogeneous or heterogeneous teacher-
student pairs compared to existing works. To our best
knowledge, we are the first to implement the knowledge
transferring between traditional detectors and end-to-end
Deformable DETR. We boost the performance of RetinaNet
by 2.0 mAP on MS-COCO 2017 dataset by mimicking De-
formable DETR, and in turn, Deformable DETR can also
obtain 2.0 mAP improvement by imitating the RetinaNet.
Even in homogeneous teacher-student pairs, the proposed
UniKD still outperforms the previous state-of-the-art meth-
ods and establishes new advanced results. In summary, the
contributions of this paper are as follows:

• We propose the query-based Universal Knowledge
Distillation, which is a new knowledge distillation
paradigm for transferring information in homogeneous
or heterogeneous teacher-student pairs.

• We introduce AKE modules with content queries and
positional queries to extract detection-relevant knowl-
edge. It requires zero-cost algorithm adjustment when
applied to different detectors and has high storage effi-
ciency for offline KD.

• We conduct extensive experiments on various teacher-
student pairs and model architectures to verify the ef-
fectiveness and universality of UniKD. Especially, to
our best knowledge, we are the first to effectively trans-
fer the detection-relevant knowledge between conven-
tional detectors and end-to-end Deformable DETR.

2. Related Works
2.1. Object Detection

Currently, modern object detectors can be roughly di-
vided into three types: Two-stage, One-stage, and End-to-
end detectors. Two-stage detectors generate region propos-
als at first and refine them in the second stage, with Faster
R-CNN [19] as a typical example. Some one-stage detec-
tors use anchors prior to detecting objects, such as SSD [15]
and RetinaNet [13], called anchor-based detectors. Other
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Figure 2: (a) Pretraining of AKE modules, including query generation and detection-relevant knowledge extraction. In this
stage, the parameter of teacher is fixed, and only the AKE modules are optimized. (b) In this distillation stage, the AKE
modules are fixed. The gradients generated by D(·) only update the parameter of the student. Note that the query generation
in all AKEs is based on the teacher’s output. The original detection losses are omitted for clear visualization.

one-stage detectors make box predictions directly on spatial
points [21, 30] or group keypoints on a heatmap to model
objects [9, 36], called anchor-free detectors. End-to-end
detectors [1, 37] introduce object queries and decode them
with transformers. These queries are optimized by bipartite
matching with ground truths. Due to the different optimiza-
tion processes in different detection paradigms, a large se-
mantic gap exists between heterogeneous detectors, reduc-
ing the benefits brought by pixel-to-pixel feature mimick-
ing. Our UniKD learns how to absorb the detection-relevant
knowledge from the teacher and encode it into fixed-length
queries so that the extracted features are detector-agnostic.
2.2. Knowledge Distillation for Detection

As object detection is a fine-grained visual understand-
ing task, only mimicking the response of the teacher, as
in the vanilla KD, is insufficient. An intuitive way of
knowledge distillation is to learn the intermediate features
map of the teacher[2, 11, 22, 5], which is commonly used
for object detection. Some works try to assign different
weights for different parts of the feature map to improve
distillation performance. FGFI [24] attaches more impor-
tance to regions near objects, while DeFeat [4] decouples
the foreground and background parts and distills them sep-
arately. ICD [7] determines the weight in an instance-
conditional manner. Moreover, other researchers propose
different types of knowledge to transfer, such as attention
maps[33] and boundary distribution[35].

Beyond homogeneous detectors, some recent works ex-
plore the possibility of distillation between heterogeneous
pairs. MimicDet [18] proposes to let a one-stage detec-
tion head imitates the feature learned by an R-CNN head
in a teacher-free manner. HEAD [23] extends this idea
and introduces an assistant head to reduce the semantic
gap. G-DetKD [32] performs soft matching between fea-
tures with different resolutions called SGFI. However, these
feature-based methods rely on case-by-case algorithm ad-

justment to adapt to different teacher-student pairs and re-
quire huge storage consumption in offline KD. In this pa-
per, we propose a unified query-based distillation paradigm,
called UniKD, that achieves plug-and-play in any homoge-
neous or heterogeneous teacher-student pair by absorbing
and distilling detection-relevant information.

3. Method

In this section, we briefly summarize the pipeline of the
conventional feature-based methods. Then we introduce the
pipeline of our proposed UniKD, including the architecture
of the AKE modules and the details in the two stages of
UniKD to improve the performance of lightweight detec-
tors. Finally, we discuss the difference between the query-
based UniKD and other feature-based KD algorithms and
demonstrate the advantages of our method.

3.1. Review of feature-based Detection KD

Recent works for the detection KD focus on feature-
based methods that distill intermediate features to preserve
spatial information. These feature-mimicking methods are
conducted in a spatially pixel-to-pixel matching manner,
which can be generally formulated as:

L = D(FT , ϕ(FS)), (1)

where FT and FS are the latent feature representation gen-
erated by the teacher and the student, respectively. D(·) is
a distillation loss, e.g., MSE loss. ϕ is an adaptation layer
to align the feature dimension between student and teacher.
This learning manner of pixel-to-pixel alignment between
student and teacher can promote knowledge transfer in ho-
mogeneous teacher-student pairs since they have the same
detection head and label assignment method. However,
this manner has the following problems: (1) direct feature
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mimicking fails to distill the knowledge from the heteroge-
neous teacher due to the serious semantic gap; (2) when the
teacher model is too large for real-time inference during dis-
tillation, using offline KD which dumps all the feature maps
will result in unacceptably huge storage consumption.

3.2. Universal Knowledge Distillation

We propose a general method called Universal Knowl-
edge Distillation (UniKD) to transfer knowledge in any
homogeneous or heterogeneous teacher-student pair. The
main idea is that we propose AKE modules to first absorb
the general knowledge from the feature maps of the teacher
network into a fixed-number set of embeddings. Then the
same AKEs are applied to the student network and the dis-
tillation loss minimizes the distance between the two sets.
The AKE modules are implemented by transformer decoder
heads attaching to the output multi-scale features of Feature
Pyramid Networks (FPN) [12]. As shown in Fig. 2, UniKD
can be seen as a two-stage learning paradigm: (1) absorb-
ing knowledge from teacher; (2) injecting knowledge to
student.

In the first stage, as shown in Fig. 2(a), AKEs
are pretrained only using the teacher features to absorb
the teacher’s knowledge into the knowledge embeddings.
Specifically, given an image I , we extract the output of FPN
in the frozen teacher as FT . And then send it into content
AKE (AKEct) and positional AKE (AKEpos) respectively.
Both AKEs firstly generate queries qT , and then perform
deformable cross-attention between qT and FT to obtain
knowledge embeddings zT . The final zTct and zTpos are su-
pervised by the classification and localization loss to ensure
that detection-relevant knowledge can be extracted.

In the second stage illustrated in Fig. 2(b), FS and FT

will be sent into the fixed pre-trained AKEs to obtain the
outputs {zSct, zSpos, zTpos, zTpos}. Injecting knowledge to the
student is implemented by reducing the difference between
zT and zS , which will be described in detail in Sec. 3.2.3.

3.2.1 Architecture of AKE module

AKE is the core module in UniKD, which converts the fea-
ture maps into a fixed set of embeddings by using a de-
formable transformer decoder. The overall architecture of
AKE is shown in Fig. 3, which consists of two components:
query generator (fct or fpos) and detection-relevant knowl-
edge extractor (fe). The final distillation loss of UniKD is
reducing the difference between the knowledge embeddings
z of teacher and student, rather than direct feature maps.
Note that there are two types of AKE modules, AKEct to
extract content knowledge embedding zct and AKEpos to
extract positional knowledge embedding zpos. They share
the same structure, but the input queries are different, and
the parameters are not shared. The pipeline of AKEs can be
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Figure 3: The detailed architecture of AKE modules. The
parameter weights of fct, fpos and their corresponding fe
are not shared.

formulated as:
AKEct : E

N×C

fct(·)−−−→ qct
N×C

fe(·)−−−→ zct
N×C

AKEpos : B̂
N×4

FC−−→ E′
N×C

fpos(·)−−−−→ qpos
N×C

fe(·)−−−→ zpos
N×C

,
(2)

where N signifies the number of queries and C indicates
the channel dimension.
Query Generator. The query generator is illustrated in the
red box in Fig. 3. We first initialize two kinds of input em-
beddings, E for content knowledge extraction and E′ for
positional knowledge extraction. E ∈ RN×C denotes the
initialized learnable decoder input. E′ ∈ RN×C denotes the
latent embedding generated through B̂ ∈ RN×4, which in-
dicates the jittered boxes around the annotated ground-truth
B and the randomly sampled background boxes. Specif-
ically, given the annotated B ∈ RN ′×4 where N ′ is the
box number, we first sample one jittered box for each
ground-truth box. Then a batch of background boxes is ran-
domly sampled around the ground truths and ones whose
maximum IoU with ground truths is lower than β will be
kept. Repeat it until the number of background boxes meets
N −N ′. The generation of B̂ is demonstrated in Eq.(3).

B̂i =

{
jitter(Bi) s.t. IoU(B̂i,Bi)

> α, i ∈ {1, . . . , N ′}
Rand s.t. max{IoU(B̂i,B)} < β, i ∈ {N ′ + 1, . . . , N}

(3)

As a rule of thumb, α and β are set to be 0.6 and 0.4,
respectively. After that, we adopt a single fully connected
layer to transform B̂ to E′, i.e., E′ = FC(B̂).

With E or E′ as the input, two kinds of queries are then
generated: content queries qct and positional queries qpos.
We represent the query generation process as:

qct = fct(E,FT )

qpos = fpos(E
′, FT ),

(4)

6365



where fct and fpos both consist of one transformer decoder
layer shown in the red box in Fig. 3. Deformable cross-
attention on FT is introduced here to help the generated
queries to be dynamic and dependent on the input images.

Detection-relevant Knowledge Extractor. Given the
queries qct and qpos, we then use them as probes to ex-
tract the detection-relevant knowledge by deformable cross-
attention with the multi-scale feature F ∗. The module that
performs this process is called the detection-relevant knowl-
edge extractor, whose architecture is shown in the blue box
in Fig. 3. We represent the operations of the knowledge
extraction in AKE modules as follows:

zct = fe(qct, F
∗)

zpos = fe(qpos, F
∗),

(5)

where F ∗ can be FT or ϕ(FS). The two fe in Eq.(5) are
both conducted by the stacked transformer decoder layers,
but their parameters are not shared. The total parameter in
AKE is only 1.56M, which is negligible compared to the
backbone and FPN. Note that the AKE modules are dis-
carded in the inference stage.

3.2.2 Absorbing knowledge from teacher

As shown in Fig. 2(a), in the first stage, we only use the
teacher model to pre-train the AKE modules. This pre-
training process promotes knowledge embeddings z to learn
what knowledge is critical for detecting an instance, which
we call absorbing knowledge from the teacher.

For the content knowledge, we first obtain the content
knowledge embedding zTct via Eq.(5) with the input FT .
By attaching an extra FFN layer, zTct predicts a fixed-length
set of N predictions. Due to the undefined matching re-
lation between zct and ground-truth boxes B, inspired by
DETR [1], we adopt a bipartite matching between these
two sets. After matching, output embedding zTct are di-
vided into positive and negative sets. We use Pct and N ct

to denote the index of positive and negative zct, respec-
tively. σct(i) is defined as the target index of the i-th query.
Specifically, if the i-th query belongs to the positive set,
Bσct(i) is its ground truth and yσct(i) is the corresponding
label. Otherwise, it has no target box and yσct(i) indicates
a background label (no object). For the positional knowl-
edge, we first obtain the positional knowledge embedding
zTct, and the relation between B̂ and B is already known.
Thus, following the same definition of P , N and σ(i), we
have Ppos = {1, . . . , N ′}, N pos = {N ′ + 1, . . . , N} and
σpos(i) = i. The loss function in the first stage can be for-

Methods Homo. Hetero.
FitNet, FKD, FGD, .etc ✓ x

HEAD, .etc x ✓
G-DetKD, our UniKD, .etc ✓ ✓

Table 1: Comparison with other KD paradigms.

mulated as:

LT
∗ =

1

N ′

∑
i∈P∗

Lbox(FFN(zT∗i
), Bσ∗(i))+

1

N

∑
i∈P∗∪N∗

Lcls(FFN(zT∗i
), yσ∗(i)),

(6)

where ∗ can be ct or pos.

3.2.3 Injecting knowledge to student

In the second stage, illustrated in Fig. 2(b), we freeze all the
parameters in the AKEs which have been optimized in the
stage of absorbing knowledge from teacher. Note that the
AKEs for the teacher and the student share the same query
generator with FT as input, and get the same qct and qpos as
shown in Eq.(4). According to Eq.(5), qct and qpos are di-
rectly used as probes to extract knowledge from FT and FS

to obtain the zTct, z
S
ct, z

T
pos and zSpos via detection-relevant

knowledge extractor. The distillation loss is calculated by
summarizing losses from both extractors as follows:

Lkd = λ1D(AKEct(F
T , ϕ(FS)),AKEct(F

T , FT ))+

λ2D(AKEpos(F
T , ϕ(FS)),AKEpos(F

T , FT ))

= λ1D(zSct, z
T
ct) + λ2D(zSpos, z

T
pos),

(7)

where we define D(·) as the loss function to measure the
distance between the knowledge embeddings zT and zS .
λ1 and λ2 are the corresponding loss weights. AKE∗(·, ·)
takes FT as the first input to generate queries q, which are
then adopted in the cross-attention with the second input
(FT or ϕ(FS)) for detection-relevant knowledge extrac-
tion. Note that AKEct and AKEpos are not shared. We
introduce the combination of fully connected layers and de-
formable self-attention layers as the ϕ to align the feature
dimension and enhance the distilling ability of the student.
During the computation of D(·), we decouple the positive
and negative predictions as:

D(zS , zT ) =
1

N ′

∑
i∈P

MSE(zSi , z
T
i )+

1

N −N ′

∑
i∈N

MSE(zSi , z
T
i ).

(8)

In addition to the distillation loss, the object detection losses
such as classification loss and localization loss are still
adopted which is the same as the baseline.
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Student
(ResNet-18) Method

Teachers (ResNet-50)
RetinaNet

(39.5)
ATSS
(39.4)

Faster R-CNN
(40.3)

FCOS
(38.5)

RepPoints
(38.6)

Deformable DETR
(44.5)

RetinaNet
(31.7)

FitNet 34.6 (+2.9) 31.7 (+0.0) 33.4 (+1.7) 33.4 (+1.7) 32.1 (+0.4) 31.5 (-0.2)
UniKD 35.3 (+3.6) 34.4 (+2.7) 34.8 (+3.1) 34.7 (+3.0) 34.4 (+2.7) 33.7 (+2.0)

ATSS
(34.7)

FitNet 36.8 (+2.1) 34.6 (-0.1) 36.6 (+1.9) 34.9 (+0.2) 34.9 (+0.2) 34.0 (-0.7)
UniKD 37.8 (+3.1) 37.2 (+2.5) 37.5 (+2.8) 37.5 (+2.8) 37.1 (+2.4) 36.6 (+1.9)

Faster R-CNN
(33.5)

FitNet 34.2 (+0.7) 32.7 (-0.8) 35.2 (+1.7) 32.6 (-0.9) 32.4 (-1.1) 32.1 (-1.4)
UniKD 35.0 (+1.5) 34.5 (+1.0) 35.3 (+1.8) 34.8 (+1.3) 34.1 (+0.6) 34.3 (+0.8)

FCOS
(32.3)

FitNet 34.6 (+2.3) 32.8 (+0.5) 34.2 (+1.9) 33.2 (+0.9) 32.5 (+0.2) 31.9 (-0.4)
UniKD 35.6 (+3.3) 35.2 (+2.9) 35.5 (+3.2) 35.5 (+3.2) 34.9 (+2.6) 34.5 (+2.2)

RepPoints
(31.9)

FitNet 35.4 (+3.5) 31.9 (+0.0) 35.0 (+3.1) 32.9 (+1.0) 32.5 (+0.6) 31.8 (-0.1)
UniKD 35.8 (+3.9) 35.0 (+3.1) 35.7 (+3.8) 35.3 (+3.4) 34.9 (+3.0) 34.7 (+2.8)

Deformable DETR
(37.2)

FitNet 38.0 (+0.8) 37.3 (+0.1) 39.2 (+2.0) 37.6 (+0.4) 37.6 (+0.4) 37.2 (+0.0)
UniKD 39.2 (+2.0) 39.1 (+1.9) 39.9 (+2.7) 38.9 (+1.7) 39.0 (+1.8) 38.8 (+1.6)

Table 2: The universality of our methods across different detectors. Each column corresponds to one of the teacher models
and each row represents one type of student.

Methods Distillation Mode Training time (1x) mAP
UniKD online ∼ 73 h 49.2
FitNet online ∼ 71 h 46.7
UniKD offline ∼ 15 h 49.1

Table 3: The training time comparison between online and
offline KD, with a giant model EVA [3](1074M parameters,
64.1 mAP) as the teacher and ATSS-Res50 (39.1 mAP) as
the student.

Methods Distillation Mode Real cons. on disk mAP
UniKD offline 168.45 GB 49.1

FitNet (full) offline 3.802 TB 46.7
FitNet (foreground) offline 1.841 TB 46.8

Table 4: Different methods’ offline KD results and their real
consumption on disk with the same setting as Tab. 3. We
compare UniKD with the full feature distillation and fore-
ground feature distillation via FitNet.

3.3. Discussion

We first compare UniKD with previous KD paradigms
on compatibility with homogeneous and heterogeneous
teacher-student pairs. As shown in Tab. 1, existing methods
are designed only for one type of pair, or need substantial
efforts to transfer between different detectors. For instance,
G-DetKD designed for RetinaNet to DETR is completely
different from that for RetinaNet to FCOS. On the con-
trary, our UniKD with an absorbing-and-injecting paradigm
makes it possible to extract general knowledge from the
teacher regardless of its architecture, and directly mimick-
ing the knowledge that integrates all the feature layers alle-
viates the semantic gap of the pixel-to-pixel matching man-
ner. These merits help UniKD to achieve universality with
zero adaptation cost across various teacher-student pairs.

Furthermore, the online inference of the teacher model

during knowledge distillation is costly or even impractica-
ble when huge teacher models are adopted. As shown in
Tab. 3, if using GPUs with relatively small memory (V100-
16G), online distillation with giant teacher results in out-of-
memory. Therefore, we use 8 Tesla V100 (32G) GPUs in
our experiment and offline KD to reduce the overall training
time by 4.9×. In this case, offline KD is more applicable,
i.e., the teacher’s features are first dumped on disk and then
loaded without real-time inference during distillation. For
offline KD in Tab. 4, previous feature-based methods re-
quire a huge amount of storage due to the need to preserve
intermediate features from all the FPN levels. Even dis-
tilling the foreground feature alone results in unacceptable
storage consumption. Compared with storing the feature
maps, our query-based UniKD only needs to dump a fixed
number of embeddings, greatly reducing storage consump-
tion by 23.1× and 11.2×. In addition to the significant im-
provement of storage efficiency, UniKD also achieves better
performance, making it more applicable to operate offline
KD.

4. Experiments
4.1. Datasets and Metrics

To verify the effectiveness of UniKD, we conduct ex-
tensive experiments on the challenging MS-COCO 2017
dataset [14]. The COCO dataset contains 80 object classes
with 118k and 5k images for training and testing, respec-
tively. The performance is evaluated by the mean Average
Precision (mAP) metric across the IoU threshold from 0.5
to 0.95 over all classes.
Implementation Details. For the distillation process, we
train the student models with a batch size of 16 for 12
epochs, known as the 1× schedule. We use single-scale
training by default, with the shorter side of the input im-
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Student (RetinaNet) Method Teachers (Mask R-CNN)
ResNeXt-101 (44.5) ConvNeXt-S (51.8) Swin-S (48.2) Uniformer-B (50.3)

ResNet-18
(31.7)

FitNet 33.8 (+2.1) 34.7 (+3.0) 32.2 (+0.5) 32.3 (+0.6)
UniKD 35.2 (+3.5) 35.3 (+3.6) 34.4 (+2.7) 34.4 (+2.7)

ConvNeXt-T
(43.0)

FitNet 40.1 (-2.9) 42.4 (-0.6) 41.3 (-1.7) 41.4 (-1.6)
UniKD 43.4 (+0.4) 44.0 (+1.0) 44.1 (+1.1) 44.2 (+1.2)

Swin-T
(41.4)

FitNet 42.0 (+0.6) 43.3 (+1.9) 43.2 (+1.8) 43.2 (+1.8)
UniKD 43.0 (+1.6) 43.9 (+2.5) 44.2 (+2.8) 43.8 (+2.4)

Uniformer-S
(44.3)

FitNet 43.7 (-0.6) 45.2 (+0.9) 45.6 (+1.3) 46.4 (+2.1)
UniKD 45.1 (+0.8) 46.1 (+1.8) 46.5 (+2.2) 46.9 (+2.6)

Table 5: The universality of our methods across different backbone architectures. The students are RetinaNet, and the teachers
are Mask R-CNN with different backbones, except for the teacher with ConvNeXt which is Cascade Mask R-CNN.

age scaled to 800 and the longer side limited up to 1333
pixels. We use the optimizer SGD with a momentum of
0.9 and a weight decay of 0.0001. The initial learning rate
is 0.01 for one-stage detectors and 0.02 for two-stage de-
tectors, and decays by a factor of 10 at the 8th and 11th
epochs. For Deformable DETR [37] and models with back-
bones other than ResNet, we follow the recommended set-
ting on the learning rate, optimizer, and data augmentation.
For distillation, we use two deformable self-attention layers
in the adaptor and set the loss weight of content queries and
position-dependent queries by 10, and the number of two
types of queries is 200 by default.

To pretrain AKE modules on the intermediate feature of
teachers, we follow the settings as Deformable DETR. We
train the decoders for 15 epochs by default, yet the training
time is much less than fully training the teacher as the back-
bone and FPN are all fixed without propagating gradients.
The number of transformer layers in the proposed fct, fpos
and fe is set to 1. For Deformable DETR, the features after
the encoder are used as the input to AKE modules.

4.2. Recent SOTAs in heterogeneous KD.

Recent SOTAs only consider homogeneous KD cases
originally, but some of them can be applied to heteroge-
neous pairs after adjustment, e.g. FGD and MGD. Although
applicable for hetero-KD, we show in Tab. 7 that SOTA
methods for homogeneous KD perform badly in hetero-
geneous pairs due to the great semantic gap, leading to
−0.4 ∼ 1.3 mAP change. In contrast, UniKD performs
uniformly well with 3.0 ∼ 3.1 mAP improvement.

4.3. The universality of UniKD.

Universality across detectors. We first demonstrate
the universality of UniKD across different detectors.
We choose six representative detectors, including Reti-
naNet [13], Faster R-CNN [19], FCOS [21], ATSS [34],
RepPoints [30], and Deformable DETR [37], to construct
homogeneous and heterogeneous teacher-student pairs. The
same backbone of ResNet 50 and ResNet 18 is used by

the teachers and students respectively. We compare our
UniKD with FitNet [2], a representative of intermediate fea-
ture mimicking in a pixel-to-pixel manner. Note that in the
results posted in this section, we modify the setting of Fit-
Net, using a deformable self-attention layer as the adapta-
tion ϕ and only distilling on the foreground area. These
modifications improve the performance of FitNet and make
it even comparable to the SOTA feature-based methods.

As shown in Tab. 2, our method consistently boosts the
performance of all the student-teacher pairs, surpassing the
counterpart in all cases. On the contrary, FitNet leads to
unstable gains. For example, when we let RetinaNet learn
from homogeneous RetinaNet, the FitNet improves the stu-
dent by 2.9 mAP, which is still smaller than the 3.6 mAP
of UniKD. When the teacher is Faster R-CNN, the gain of
FitNet shrinks to 1.7 mAP due to the significant seman-
tic gap. However, UniKD can still extract useful knowl-
edge from the two-stage teacher and improve the student
by 3.1 mAP, surpassing the results of FitNet using the ho-
mogeneous teacher. For the more challenging teacher of
Deformable DETR, FitNet leads to a negative effect on the
performance, yet UniKD enhances the performance of the
student by 2.0 mAP. Moreover, we show that end-to-end
detectors can also benefit from UniKD. By learning from
Faster-R-CNN, the performance of the Deformable DETR
student can be improved from 37.2 to 39.9 mAP. The su-
periority of our method can be verified by comparing other
results in Tab. 2 which is omitted here.
Universality across backbone architectures. Here, we
show UniKD is effective regardless of the backbone archi-
tectures. We use RetinaNet as the student and Mask R-
CNN or Cascade Mask R-CNN as the teacher. Four types of
backbones are used, including ResNeXt [27], modern vari-
ant of ResNet (ConvNeXt) [17], vision transformer (Swin-
Transformer) [16] and hybrid architecture (Uniformer) [10].
As shown in Tab. 5, directly distilling features leads to un-
desirable results, which are inferior to the baseline in some
cases such as ConvNeXt mimicking ResNeXt. This further
verifies that different backbone architectures may result in
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Content Position mAP
x x 31.7
✓ x 34.9
x ✓ 34.5
✓ ✓ 35.3
(a) Two types of queries.

UniKD FitNet mAP
x x 31.7
x ✓ 34.6
✓ x 35.3
✓ ✓ 34.9

(b) Compatibility between UniKD
and FitNet.

Num. of queries mAP
Baseline 31.7

100 35.1
200 35.3
300 35.2

(c) The number of queries.

Num. of layers mAP
Baseline 31.7

1 35.3
2 35.2
3 34.9

(d) The number of cross-attention
layers in fe.

λ1 λ2 mAP
5 5 34.7
5 10 34.8
10 10 35.3
10 20 35.3
20 20 35.2

(e) Loss weights of queries.

Num. of epochs Time (%) mAP
Teacher Student

5 7% 22.8 35.2
10 14% 26.1 35.2
15 21% 27.6 35.3
20 28% 28.4 35.3

(f) The number of epochs to pretrain AKE.

Num. of layers FitNet UniKD
0 31.8 31.9
1 31.9 33.4
2 31.7 33.8
3 31.3 33.8
4 31.6 33.8

(g) The number of self-attention layers in ϕ.

Table 6: Ablation studies on Retina ResNet-50 teacher and Retina ResNet-18 student except (g) with Deformable DETR.

Student Method mAP mAP50 mAP75

RetinaNet R18
(31.7)

FGD 31.3 48.6 33.2
MGD 32.5 49.9 35.2

UniKD 34.8 53.3 37.0

FCOS R18
(32.5)

FGD 33.8 52.1 35.7
MGD 33.4 50.6 35.9

UniKD 35.5 54.4 37.6

Table 7: The performance of conventional feature-based
distillation methods for homogeneous pairs.

the semantic gap between features, hurting the distillation
process. In UniKD, universal knowledge can be extracted
and distilled to enhance the student consistently. For exam-
ple, learning from ResNeXt-101 can improve Uniformer-S
by 0.8 mAP which is even better than the teacher.

4.4. Ablation Study

In this subsection, we conduct extensive experiments to
analyze the components and hyper-parameters in UniKD.
The effectiveness of two types of queries. We first explore
the effectiveness of two proposed types of queries, i.e., con-
tent queries and positional queries. The results are shown
in Tab. 6a. We can find that each of them can significantly
boost the performance of the student model independently,
and using both of them achieves the best. This shows that
content queries and position-dependent queries capture dif-
ferent knowledge to some extent and are complementary to
each other.
The compatibility between UniKD and FitNet. We try
to adopt UniKD and FitNet simultaneously in Tab. 6b. It
shows that using them together performs worse than using
UniKD individually, but it is still better than FitNet. This
indicates that the feature-mimicking mechanism is already
contained in UniKD and using UniKD alone is enough.

The number of queries. The number of queries can limit
the amount of knowledge extracted from the teacher, and
we ablate the number of queries to examine its influence
on the distillation performance, shown in Tab. 6c. We find
that more queries are generally better, while the number of
queries over 200 might decrease slightly. So we use 200
queries in all other experiments.
The number of cross-attention layers in fe. The cross-
attention layers in fe transform the intermediate features
from the teacher and student into a more detection-relevant
feature space. However, more layers mean more complex-
ity and may harm the distillation performance. As shown
in Tab. 6d, using only one layer is the best, and can signifi-
cantly reduce the computation complexity.
The loss weights of two types of queries. The loss weight
λ1 and λ2, are chosen to achieve comparable loss values as
detection losses, and we ablate the choices of two weights
in Tab. 6e. The results show that UniKD is insensitive to λ1

and λ2, and setting both of them to 10 performs the best.
All the other experiments in this paper use the same value
of λ1 and λ2, demonstrating the robustness of our method.
The epochs of pretraining AKE. The cross-attention lay-
ers in AKE are trained by detection losses, and more train-
ing epochs lead to better performance of AKE itself. We
report the distillation results and the pretraining time in per-
centage compared with the full training time of the teacher
in Tab. 6f. Pretraining the AKE for 15 epochs is enough to
achieve the best performance, which only accounts for 21%
of the teacher training time with the ResNet 50 backbone.
This is because the backbone and FPN are fixed during pre-
training, thus the percentage will decrease further as the
teacher network becomes larger. For example, the percent-
age becomes 8% when using the Uniformer-B backbone.
The number of self-attention layers in the adaptor. The
self-attention layer in the adaptor helps to reduce the gap
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between the teacher and the student. To show its effects,
we replace the teacher with Deformable DETR where the
semantic gap is significant. As shown in Tab. 6g, two self-
attention layers boost the performance by 1.9% mAP com-
bined with UniKD, while more layers do not bring further
improvement. Also, we adopt the same adaptors to FitNet.
Tabel 6g shows that it even hurts the performance, proving
the effectiveness of UniKD is essential to the improvement.
The performance of modified FitNet. As mentioned in
section 4.3, we modify the conventional FitNet method for
better performance. The detailed modifications include: (a)
distill on all the FPN levels, (b) we use a deformable self-
attention layer as the adaptation layer ϕ, which is used to
align the channel number of the student and teacher, (c) in-
spired by FGD, only foreground features are used to com-
pute feature MSE loss. As shown in Tab. 8, the modified
version is comparable with SOTA detection KD methods
such as FGD (only 0 ∼ 0.1 mAP gap).

Student Method mAP mAPs mAPm mAPl

RetinaNet R50
(37.4)

FitNet 39.4 22.9 43.0 50.7
FitNet (modified) 40.4 23.5 44.8 52.5

FGD 40.4 23.4 44.7 54.1
Faster

R-CNN R50
(38.4)

FitNet 41.1 22.8 45.6 56.4
FitNet (modified) 41.9 26.0 46.4 53.9

FGD 42.0 23.8 46.4 55.5

Table 8: The performance of original FitNet and our modi-
fied version compared with existing KD methods on homo-
geneous teacher-student pairs.

4.5. Comparison with State-of-the-art Methods

Here we compare our method with state-of-the-art on de-
tection distillation under fair settings. For homogeneous
teacher-student pairs, we choose RetinaNet and Cascade
Mask R-CNN with ResNext 101 as the teachers to distill
RetinaNet and Faster R-CNN with ResNet 50 as the stu-
dents, respectively. As shown in Tabel 9, UniKD achieves
better performance than other methods that are specifically
designed for homogeneous detectors. As to the heteroge-
neous scenario, we let RetinaNet and FCOS with ResNet 18
mimic RepPoints with ResNet 50, shown in Tab. 10. We can
find that UniKD surpasses the state-of-the-art by a signifi-
cant margin, demonstrating the superiority of our method.

4.6. Visualization and Analysis

To analyze the knowledge extracted from the teacher
model, we show the location and weight of the attention for
two types of queries in Fig. 4. We can see that the queries
learn to gather information from the salient and marginal
parts of objects to fulfill the detection task, and the two
types of queries are complementary to each other. This fur-
ther verifies our initial motivation, i.e., mining and transfer-
ring universal knowledge related to detection itself.

Student Method mAP mAPs mAPm mAPl

RetinaNet R50
(37.4)

FKD 39.6 22.7 43.3 52.5
FGD 40.4 23.4 44.7 54.1
UniKD 40.7 23.4 44.6 54.3

Faster
R-CNN R50

(38.4)

FKD 41.5 23.5 45.0 55.3
FGD 42.0 23.8 46.4 55.5
UniKD 42.3 24.7 46.0 55.8

Table 9: Comparison with existing KD methods on homo-
geneous teacher-student pairs.

Student Method mAP mAP50 mAP75

RetinaNet R18
(31.7)

SGFI 31.6 49.5 33.2
HEAD 34.2 52.4 36.6
UniKD 34.8 53.3 37.0

FCOS R18
(32.5)

SGFI 32.6 50.9 34.4
HEAD 35.0 53.8 36.8
UniKD 35.5 54.4 37.6

Table 10: Comparison with existing KD methods on hetero-
geneous teacher-student pairs.

Figure 4: The visualization of learned offsets in the de-
formable cross-attention in fe. The red dots indicates qct
and green dots indicates qpos.

5. Conclusion
In this paper, we proposed Universal Knowledge Distil-

lation (UniKD) for training high-performance lightweight
object detectors. It can be directly applied to homogeneous
or heterogeneous teacher-student pairs without complex ad-
justments and is storage-efficient for offline KD. UniKD
uses content and positional queries to extract detection-
relevant knowledge and transfers it to arbitrary students.
Extensive experiments on various detector pairs and model
architectures demonstrate the effectiveness and universal-
ity of UniKD. In addition, we also observe that learning
from stronger teachers with different architectures does not
lead to more improvement, and we leave this issue in future
works.
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