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Abstract

Prompt tuning, a recently emerging paradigm, enables
the powerful vision-language pre-training models to adapt
to downstream tasks in a parameter- and data- efficient
way, by learning the “soft prompts” to condition frozen pre-
training models. Though effective, it is particularly prob-
lematic in the few-shot scenario, where prompt tuning per-
formance is sensitive to the initialization and requires a
time-consuming process to find a good initialization, thus
restricting the fast adaptation ability of the pre-training
models. In addition, prompt tuning could undermine the
generalizability of the pre-training models, because the
learnable prompt tokens are easy to overfit to the limited
training samples. To address these issues, we introduce a
novel Gradient-RegulAted Meta-prompt learning (GRAM)
framework that jointly meta-learns an efficient soft prompt
initialization for better adaptation and a lightweight gra-
dient regulating function for strong cross-domain general-
izability in a meta-learning paradigm using only the unla-
beled image-text pre-training data. Rather than designing
a specific prompt tuning method, our GRAM can be eas-
ily incorporated into various prompt tuning methods in a
model-agnostic way, and comprehensive experiments show
that GRAM brings about consistent improvement for them
in several settings (i.e., few-shot learning, cross-domain
generalization, cross-dataset generalization, etc.) over 11
datasets. Further, experiments show that GRAM enables
the orthogonal methods of textual and visual prompt tuning
to work in a mutually-enhanced way, offering better gener-
alizability beyond the uni-modal prompt tuning methods.
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†Work done when interning at Huawei Cloud.
‡Corresponding Author.
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Figure 1: (a) Prompt tuning accuracy varies significantly
with different initialization. (b) As the training continues,
CoOp’s performance drops severely while our GRAM pre-
vents CoOp from overfitting to spurious correlations.

1. Introduction

Pre-trained on vast image-text pairs that cover almost an
infinite range of concepts in the real-world, recent vision-
language pre-training models [44, 16, 22] have exhibited
impressive generalizability on a wide variety of downstream
tasks [1, 32, 29, 28, 59]. By simply infilling a hand-crafted
prompt template (e.g., “a photo of a [CLASS]”)
with real class names as input to the text encoder, the pre-
training models can achieve zero-shot image classification.
While effective, a slight word change in prompt templates
could lead to a huge difference in performance [62]. Thus,
identifying suitable prompts for different tasks requires
time-consuming attempts by experts on an extra large vali-
dation set. Instead of manually designing hard prompts (dis-
crete language words), some recent prompt tuning meth-
ods [62, 61, 63, 17, 20] are proposed to learn a set of soft
prompts (continuous embeddings) using a few labeled data.

Despite clear improvements on the downstream tasks,
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prompt tuning for few-shot generalization still has two lim-
itations: (1) Initialization-sensitive issue: performance is
particularly sensitive to the initialization of soft prompts.
Figure 1(a) shows that the average few-shot performance
varies significantly due to different initialization. Every
time we encounter a new task, we need to carefully tune
different initialization, which restricts the pre-training mod-
els from fast adapting to new tasks. (2) Generalizability
degradation: since all the prompt tokens are fine-tuned
on limited training samples, it can easily overfit to some
spurious correlations or in-distribution patterns, damaging
the generalizability of the pre-training models. As shown
in Figure 1(b), CoOp achieves the best results at the early
stage. However, as the training continues, its generalizabil-
ity decreases significantly.

In this paper, we propose a novel Gradient-RegulAted
Meta-prompt learning (GRAM) framework to jointly meta-
learn an efficient soft prompt initialization that learns to
better adapt to new prompting tasks and a lightweight gra-
dient regulating function that learns to transform the raw
fine-tuning gradient into a consistent direction across do-
mains to prevent prompt tuning from damaging the gener-
alizability of the pre-training models.

Meta-learning [7], also known as learning to learn, op-
timizes the ability to quickly learn new tasks with only a
few samples by transferring the knowledge from learning
across a set of meta-training tasks. Typical meta-learning
algorithms usually assume access to a distribution of well-
annotated meta-training tasks. Differently, we resort to
large-scale image-text pairs on the Internet, which is eas-
ily available and contains a broader set of visual concepts.

Specifically, we first design a Cross-Modal Hierarchi-
cal Clustering algorithm to organize the large-scale image-
text data into a hierarchical structure, where the image-text
data is first grouped into different semantic topics accord-
ing to the text descriptions, and each topic of data is fur-
ther grouped into multiple domains according to the image
contents. Then, a diverse set of meta-training classification
tasks can be derived by subsampling from the set of seman-
tic topics. For each meta-training task, we simulate domain
shift between support set and query set by sampling exam-
ples from different domains. The meta-optimization objec-
tive is then defined as: after fine-tuning the prompt initial-
ization by one or a few steps using the regulated gradient
over a few support set samples, the newly prompted pre-
training model should directly perform well on the query
set domain. The soft prompt initialization and the gradi-
ent regulating function are jointly updated according to the
meta gradient directions over the query set samples, thus
explicitly learning to better adapt to the new tasks and to
avoid overfitting to specific in-domain biases.

Moreover, we provide analysis to show that the proposed
gradient regulating function is learned to regulate the gradi-

ent into a consistent direction across domains, thus avoiding
overfitting to some spurious correlations of a single domain.
Note that, our method is model-agnostic. Comprehensive
experiments show that GRAM is generalizable to different
prompt tuning methods, significantly boosting all models’
performance and generalizability. Further, GRAM enables
the harmonious and efficient integration of two orthogo-
nal methods - textual prompt tuning (i.e., CoOp) and vi-
sual prompt tuning (i.e., VPT). By jointly meta-learning an
efficient initialization for both textual and visual prompts,
GRAM ensures that both the textual and visual prompts are
optimized for better adaptation to new tasks in a comple-
mentary way. The resulting UNIversal Gradient-RegulAted
Meta-prompt (UNIGRAM) leverages this seamless inte-
gration to unlock the greater potential of both methods
and achieves superior few-shot generalization performance.
Our contributions are mainly three-fold:

• We propose an innovative Gradient-RegulAted Meta-
prompt learning (GRAM) framework that explicitly
optimizes the adaptation capability to new prompting
tasks and the generalization capability to novel do-
mains in a bi-level meta-learning paradigm using only
unlabeled image-text pre-training data.

• GRAM can be easily incorporated into different
prompt tuning methods in a plug-and-play fashion, and
the extensive experiments over 11 datasets illustrate
the superior generalizability of our GRAM on base-to-
new, cross-domain, and cross-dataset generalization.

• In addition, GRAM enables the orthogonal methods of
textual and visual prompt tuning to work in a mutually-
enhanced manner, offering stronger generalizability.

2. Related Work
Prompt Tuning. Prompt tuning is first introduced in the
NLP area [45] to close the gap between pre-training and
downstream tasks. Petroni et al. [43] manually create cloze-
style prompts to elicit knowledge from pre-trained language
models in a “fill-in-the-blank” way. Further, prompt tun-
ing is introduced in vision-language understanding [62],
which can enhance the generalizability of large vision-
language models [44, 16, 23] on a wide range of vision-
language understanding tasks [60, 15, 27, 24, 25, 57, 14,
58, 30]. As manually designing suitable prompts for differ-
ent tasks is time-consuming and usually sub-optimal, recent
works [62, 17, 20] propose to optimize a set of continu-
ous learnable prompt embeddings. Concretely, CoOp [62]
optimizes continuous prompt embeddings to improve the
few-shot generalizability of CLIP. CoCoOp [61] proposes
to learn image-conditioned prompts to further improve the
generalizability of CoOp. ProDA [33] learns a distribu-
tion of diverse prompts via Gaussian distribution to han-
dle the varying visual representations. To further enhance

2552



CLIP’s adaption capability, Tip-Adapter builds a key-value
cache model from the few-shot training samples to perform
feature retrieval. Instead of designing a specific prompt
tuning method, we propose a model-agnostic meta-prompt
learning framework to improve the adaptation ability and
cross-domain generalizability of the prompt tuning meth-
ods, which can be incorporated into existing methods in a
plug-and-play fashion.
Meta-Learning. Meta-learning aims to enable efficient
adaptation ability of models by leveraging the experience
from learning across a set of tasks. Meta-learning ap-
proaches can be categorized as: metric-based [51, 53,
54], memory-based [37, 38, 41, 49], and optimization-
based [39, 7, 13, 46, 8, 26]. Our framework is based on
the optimization-based method (i.e., MAML [7]). Rather
than relying on human-annotated meta-training tasks, our
method can automatically generate a diverse set of meta-
training tasks by cross-modal hierarchical clustering. Li et
al. [21] propose to synthesize domain shift during meta-
training to learn a domain-generalizable initialization. Dif-
ferently, we present a novel gradient regulating function
that actively transforms the updated gradient into a domain-
generalizable direction.

3. Method

In this section, we first introduce the preliminaries in
Section 3.1. Next, we present the Cross-Modal Hierarchical
Clustering to automatically construct a diverse set of meta-
training tasks in Section 3.2. Then, in Section 3.3, we elab-
orate on how GRAM jointly meta-learns an efficient soft
prompt initialization and a lightweight gradient regulating
function from these meta-training tasks. Finally, we provide
theoretical analysis to better understand how our GRAM
can improve generalizability in Section 3.4.

3.1. Preliminaries

Contrastive Language-Image Pre-Training. CLIP [44]
aims to learn an image encoder fI and a text encoder fT
by contrastive language-image pre-training paradigm on
tremendous image-text pairs, where the matched image-
text pairs are optimized to get closer in the joint seman-
tic space. After pre-training, CLIP can generalize to
zero-shot visual recognition by reformulating classifica-
tion as an image-text matching problem. Concretely, the
“[CLASS]” name can be extended to an input sentence
to the text encoder fT by filling a prompt template like
“a photo of a [CLASS]”. Let fT (Ti) denotes the
class-extended text feature for the i−th class, and then the
probability for the i−th class is defined as:

p(y = i|I) = exp(sim(fT (Ti), fI(I))/τ)∑J
j=1 exp(sim(fT (Tj), fI(I))/τ)

(1)

where sim(·, ·) denotes cosine similarity, J is the number of
classes, and τ is a learned temperature parameter.
Textual Prompt Tuning. To avoid the time-consuming
process of identifying customized prompts for different
tasks, Context Optimization (CoOp) [62] proposes to learn
a set of M continuous prompt vectors {t1, t2, ..., tM} to re-
place the hand-craft prompt template. The prompt sentence
for the i-th class is constructed by concatenating the prompt
vectors with the word embedding of the class name ci:

T̂i = [t1, t2, ..., tM , ci] (2)

In downstream tasks, since the pre-training model is frozen,
the learnable prompt vectors can be efficiently optimized by
minimizing the cross-entropy loss using only a few samples.
Visual Prompt Tuning. Recently, similar prompt tuning
ideas [2, 17] have been proposed for the vision Transformer
encoder, where a set of learnable prompt vectors are con-
catenated with the input image patch tokens, with the goal
of extracting more transferable visual features.

3.2. Cross-Modal Hierarchical Clustering

As large-scale image-text pairs are easily available on the
Internet and cover more comprehensive semantic concepts
than any existing human-annotated dataset, we present a
Cross-Modal Hierarchical Clustering (CHC) algorithm to
construct a diverse and structured set of meta-training tasks
from the image-text pairs. As shown in Figure 2, CHC
organizes the image-text pairs into a hierarchical structure
through two steps: semantic topic clustering and visual
domain clustering. The semantic topic clustering first
groups image-text pairs into different clusters according to
their text descriptions, where each cluster corresponds to a
semantic topic. Next, the visual domain clustering further
partitions the data in each of the semantic topics into con-
sistent and distinct subsets based on their image features.
Semantic Topic Clustering. To group image-text
data based on their underlying semantics, we employ
BERTopic [9] to cluster the text descriptions. Specifically,
for each image-text pair, we first use Sentence-BERT [48] to
encode the text sentence into a dense sentence embedding.
To avoid the semantic space collapse problem where the
spatial locality becomes ill-defined and distance measures
differ little in high dimensional space, we adopt UMAP [36]
to reduce the dimensionality of sentence embeddings while
preserving the local and global features of high-dimensional
data. Then, we cluster the reduced embeddings by the stan-
dard clustering algorithm HDBSCAN [35].

After obtaining L clusters of image-text data P =
{Cl}Ll=1, we extract the semantic topic word for each clus-
ter Cl according to a cluster-wise TF-IDF [18], which mea-
sures the importance of a word to a cluster. Specifically, we
treat all text sentences in a cluster as a single document by
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Figure 2: Overview of the proposed GRAM framework.

concatenating the sentences. Then, the cluster-wise TF-IDF
score for word w in the cluster Cl is defined as:

TF− IDFw,l =
Nw,l

Nl
· log( L

Lw + 1
) (3)

where Nw,l is the number of times that word w occurs in
cluster Cl, Nl is the total number of words in cluster Cl, L
is the number of clusters, and Lw is the number of clusters
that contain word w. The first term models the frequency
of word w in cluster Cl, and the second term measures how
much information word w provides.

Thus, the cluster-wise TF-IDF allows us to extract the
most representative word as the semantic topic for each
cluster by choosing the word with the highest TF-IDF score.
Visual Domain Clustering. After grouping image-text
pairs into multiple semantic topics, we perform visual do-
main clustering to partition each semantic topic of data into
several consistent and distinct domains based on the image
features. Specifically, we extract the image features us-
ing the pre-trained vision encoder. Next, we run k-means
clustering to further group each topic of image-text pairs
Cl ∈ P into several domains: Cl = {Hl

u}Uu=1, where

Hl
u = {(Ii, Y l)}N

l
u

i=1. Here we omit the paired text of image
Ii, and Y l is the selected semantic topic word for cluster Cl.
Thus, we obtain a hierarchical structure of image-text pairs,
facilitating to construct diverse meta-training tasks and sim-
ulate domain shift during meta-training process.

3.3. Gradient-Regulated Meta-Prompt Learning

As shown in Figure 2, GRAM is a bi-level meta-learning
paradigm that jointly meta-learns an efficient soft prompt
initialization θ for better adaptation and a lightweight gra-
dient regulating function Rϕ to prevent prompt tuning from
damaging the generalizability of the pre-training models.
As GRAM is a model-agnostic method, θ can represent the
parameters of any type of prompt tuning method.

Automatic Meta-Training Task Generation. To construct
a Kt-way image classification task τt, we first sample Kt

clusters from P = {Cl}Ll=1. Each sampled cluster cor-
responds to a category of images with the class label Y l.
Then, we sample a few image instances from the selected
clusters to construct the support set Dsupport

t and query set
Dquery

t for the meta-training task τt. Note that, for the sup-
port set, we restrict the images to be only sampled from a
single domain of each selected cluster. As for the query set,
we uniformly sample more images from all domains of each
selected cluster. In this way, we simulate the train/test do-
main shift during meta-training. The support set samples
are domain-specific and the query set samples are more
representative. Following the above procedure, we con-
struct a diverse set of meta-training tasks T = {τt}Tt=1.
Meta-Training Overview. Our bi-level meta-learning
paradigm mainly consists of two optimization steps. In
the inner-loop, the initialization θ is adapted to each meta-
training task τt according to the gradient regulated by Rϕ

over a few support set samples Dsupport
t , and then, in the

outer-loop, a meta-learning objective evaluates the adapta-
tion and generalization capabilities of the adapted model
on a distinguished query set Dquery

t . The initialization θ
and gradient regulating function Rϕ are jointly optimized
according to the performance of the adapted model on the
query set across a wide range of meta-training tasks.
Inner-Loop. Formally, we consider adapting θ to a new
task τt. In the inner-loop, the prompt parameters are first
updated via gradient descent over support set Dsupport

t :

θ′t ←− θ − α∇θL(θ,Dsupport
t ) (4)

where L and α denote the loss function and the inner-loop
learning rate, respectively.

While straightforward, the above update step on limited
samples might overfit to some domain-specific patterns, un-
dermining the generalizability of the pre-training models on
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other domains. Thus, we propose to meta-learn an effec-
tive and efficient gradient regulating function, which can
transform the raw gradient into a more consistent direction
across domains while ignoring spuriously correlations.

Concretely, gradient regulating function Rϕ parameter-
ized by ϕ performs affine transformation to modulate the
raw gradient for generalizable fine-tuning. Given gt =
∇θL(θ,Dsupport

t ) ∈ Rd×M as input, Rϕ first generates two
modulation vectors γt ∈ Rd×M and βt ∈ Rd×M as follows:

γt = tanh(Wγgt + bγ), βt = tanh(Wβgt + bβ) (5)

where Wγ ,bγ ,Wβ and bβ are learnable parameters.
Then, the raw gradient gt is regulated as:

ĝt = γ ⊙ gt + βt (6)

Consequently, Equation 4 can be transformed as:

θ′t ←− θ − αRϕ(∇θL(θ,Dsupport
t )) (7)

Outer-Loop. After adapting the soft prompt parameters to
the task τt according to the support set Dsupport

t , the ini-
tialization parameters θ and the parameters of the gradient
regulating function ϕ are optimized for the performance of
the adapted parameters θ′ on the query set Dquery

t :

θ ←− θ − λ1∇θL(θ′t,D
query
t ) (8)

ϕ←− ϕ− λ2∇ϕL(θ′t,D
query
t ) (9)

where λ denotes the outer-loop learning rate. Overall, the
meta-optimization objective can be formulated as:

minθ,ϕ
∑
τt∈T

L(θ−αRϕ(∇θL(θ,Dsupport
t )),Dquery

t ) (10)

The meta-optimization is performed across a wide range of
meta-training tasks. Thus, the initialization θ is explicitly
optimized to better adapt to new tasks and Rϕ is optimized
to transform the raw gradient so that the model can gener-
alize to the unseen domains of the query sets. The overall
methodological flow is summarized in Algorithm 1.
Testing. At test-time, the optimized θ∗ is deployed as the
soft prompt initialization and adapted to testing tasks using
the regulated gradient over few-shot samples as Equation 7.
Universal Gradient-Regulated Meta-Prompt. As a
model-agnostic approach, our later experimental results
show that GRAM can significantly boost both textual and
visual prompt tuning, respectively. Based on this obser-
vation, we further present UNIversal Gradient-RegulAted
Meta-prompt (UNIGRAM) to explore whether our GRAM
enables the visual and textual prompts to cooperate in a
complementary way. Without any architecture modifica-
tion, we meta-learn an effective initialization θ = [θT , θV ]
and a corresponding gradient regulating function, where θT
and θV represent the parameters of textual prompt vectors
and visual prompt vectors, respectively.

Algorithm 1 Gradient-Regulated Meta-Prompt Learning

1: Randomly initialize θ, ϕ
2: while not converged do
3: Sample a batch of tasks {τt}Bt=1 from T
4: for all τt = {Dsupport

t ,Dquery
t } do

5: Evaluate ∇θL(θ,Dsupport
t ) on Dsupport

t

6: Regulate∇θL(θ,Dsupport
t ) via Rϕ

7: θ′t ←− θ − αRϕ(∇θL(θ,Dsupport
t ))

8: end for
9: θ ←− θ − λ1∇θ

∑
τt
L(θ′t,D

query
t )

10: ϕ←− ϕ− λ2∇ϕ

∑
τt
L(θ′t,D

query
t )

11: end while

3.4. How GRAM Improves Generalizability

In this subsection, we analyze formally how our GRAM
can improve generalizability. Let us consider the first or-
der Taylor expansion of the meta-optimization objective at
a point x0 (we omit the subscript t for clarity):

L(x,Dquery) = L(x0,Dquery)+∇x0L(x0,Dquery)·(x−x0)
(11)

Assume we have x = θ − αRϕ(∇θL(θ,Dsupport
t )) and

x0 = θ. Then, Equation 10 can be reformulated as:

minθ,ϕ L(x,Dquery) = minθ,ϕ L(θ,Dquery)

− αRϕ(∇θL(θ,Dsupport)) · ∇θL(θ,Dquery)
(12)

where the first term represents the loss on the query set and
the second term represents the inner product between the
regulated gradient over the support set and the gradient over
the query set. We are therefore jointly learning to mini-
mize the loss on the query set and maximize the similarity
between the gradients. A high similarity means a “similar
gradient direction” between the support set domain and the
query set domain, which indicates that tuning on the support
domain will improve the performance on the query domain.

Recall that we simulate domain shift between the sup-
port set and the query set, where the support set samples are
domain-specific while the query set samples are more repre-
sentative across domains. Thus, the gradient over the query
set samples represents a more general direction, which is
consistent across domains. To improve the gradient align-
ment, the parameters of the gradient regulating function ϕ
are meta-optimized to regulate the raw gradient over the
support set into a more generalizable direction, thus avoid-
ing overfitting to some domain-specific correlations.

4. Experiments
In this section, we evaluate our approach on three set-

tings: (1) generalization from base to new classes within a
dataset (Section 4.2); (2) cross-domain generalization (Sec-
tion 4.3); (3) cross-dataset generalization (Section 4.4).

2555



Table 1: Accuracy (%) of base-to-new generalization evaluation over 11 datasets. Prompts are learned from the base classes
(16 shots). H: Harmonic mean, which is used to highlight the generalization trade-off. The best results are highlighted in red.

(a) Average over 11 datasets.

Base New H
CLIP 69.34 74.22 71.70
CoCoOp 80.47 71.69 75.83
CoOp 77.58 73.11 75.28
+ GRAM 78.74 74.93 76.79
VPT 72.53 72.34 72.43
+ GRAM 74.04 74.21 74.12
UNIGRAM 80.34 75.92 78.07

(b) ImageNet.

Base New H
CLIP 72.43 68.14 70.22
CoCoOp 75.98 70.43 73.10
CoOp 76.21 69.98 72.96
+ GRAM 76.42 70.17 73.16
VPT 74.45 69.22 71.74
+ GRAM 74.76 69.54 72.06
UNIGRAM 76.60 70.69 73.53

(c) Caltech101.

Base New H
CLIP 96.84 94.00 95.40
CoCoOp 97.96 93.81 95.84
CoOp 97.49 94.67 96.06
+ GRAM 98.07 95.00 96.51
VPT 96.92 93.44 95.15
+ GRAM 97.33 94.11 95.69
UNIGRAM 98.07 95.11 96.57

(d) OxfordPets.

Base New H
CLIP 91.17 97.26 94.12
CoCoOp 95.20 97.69 96.43
CoOp 94.48 95.88 95.17
+ GRAM 94.71 97.52 96.09
VPT 92.63 94.96 93.78
+ GRAM 93.50 97.06 95.25
UNIGRAM 94.94 97.94 96.42

(e) StanfordCars.

Base New H
CLIP 63.37 74.89 68.65
CoCoOp 70.49 73.59 72.01
CoOp 71.26 73.92 72.57
+ GRAM 72.08 74.80 73.41
VPT 65.06 74.68 69.54
+ GRAM 65.65 75.10 70.06
UNIGRAM 73.50 75.38 74.43

(f) Flowers102.

Base New H
CLIP 72.08 77.80 74.83
CoCoOp 94.87 71.75 81.71
CoOp 87.87 74.11 80.41
+ GRAM 92.60 75.64 83.27
VPT 76.23 71.55 73.82
+ GRAM 77.10 74.64 75.85
UNIGRAM 95.20 76.21 84.65

(g) Food101.

Base New H
CLIP 90.10 91.22 90.66
CoCoOp 90.70 91.29 90.99
CoOp 90.63 91.17 90.90
+ GRAM 90.68 91.91 91.29
VPT 89.27 90.50 89.88
+ GRAM 89.86 91.32 90.58
UNIGRAM 90.84 92.12 91.48

(h) FGVCAircraft.

Base New H
CLIP 27.19 36.29 31.09
CoCoOp 33.41 23.71 27.74
CoOp 30.66 35.73 33.00
+ GRAM 31.19 36.50 33.64
VPT 28.23 32.21 30.09
+ GRAM 28.81 34.50 31.40
UNIGRAM 32.25 38.00 34.89

(i) SUN397.

Base New H
CLIP 69.36 75.35 72.23
CoCoOp 79.74 76.86 78.27
CoOp 79.78 76.04 77.87
+ GRAM 80.09 76.97 78.50
VPT 75.14 76.89 76.00
+ GRAM 75.74 77.64 76.68
UNIGRAM 80.43 77.91 79.15

(j) DTD.

Base New H
CLIP 53.24 59.90 56.37
CoCoOp 77.01 56.00 64.85
CoOp 69.46 55.67 61.81
+ GRAM 72.87 59.49 65.50
VPT 56.71 57.25 56.98
+ GRAM 58.25 58.00 58.12
UNIGRAM 73.62 62.38 67.56

(k) EuroSAT.

Base New H
CLIP 56.48 64.05 60.03
CoCoOp 87.49 60.04 71.21
CoOp 74.79 61.50 67.50
+ GRAM 76.00 69.92 72.83
VPT 67.57 59.69 63.39
+ GRAM 77.26 68.26 72.48
UNIGRAM 86.26 71.38 78.12

(l) UCF101.

Base New H
CLIP 70.53 77.50 73.85
CoCoOp 82.33 73.45 77.64
CoOp 80.72 75.55 78.05
+ GRAM 81.47 76.33 78.82
VPT 75.65 75.31 75.48
+ GRAM 76.21 76.17 76.19
UNIGRAM 82.00 78.06 79.98

4.1. Experimental Setup
Datasets. For base-to-new generalization and cross-dataset
generalization, we use 11 image recognition datasets,
which cover a diverse set of recognition tasks: Ima-
geNet [5] and Caltech101 [6] for generic object recogni-
tion; OxfordPets [42], StanfordCars [19], Flowers102 [40],
Food101 [3] and FGVCAircraft [34] for fine-grained classi-
fication; UCF101 [52] for action recognition; SUN397 [56]
for scene recognition; DTD [4] for texture classification;
and EuroSAT [10] for satellite imagery classification. For
cross-domain generalization, we train our model on Ima-
geNet and evaluate the domain generalizability on four vari-
ants of ImageNet: ImageNetV2 [47], ImageNetSketch [55],

ImageNet-A [12], and ImageNet-R [11].
Baselines. We use the following baselines: (1) Hand-
crafted prompt method: Zero-Shot CLIP [44]; (2) Textual
prompt tuning methods: CoOp [62], CoCoOp [61]; (3) Vi-
sual prompt tuning method: VPT [17].
Training Details. For a fair comparison, all methods use
CLIP-ViT-B/16 as the pre-training model, and the num-
ber of prompt tokens is set to 4, which has been suggested
by [61] that a shorter context length can lead to better per-
formance. For our UNIGRAM, we use 2 textual and visual
prompt tokens, respectively. In all three settings, we eval-
uate the 16-shot performance, and all methods follow the
same training epochs (i.e., 10 epochs), training schedule,
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Table 2: Accuracy (%) of cross-domain generalization evaluation. Prompts are learned from the source dataset (16 shots).

Source Target

ImageNet ImageNetV2 ImageNet-Sketch ImageNet-A ImageNet-R Average
CLIP 66.73 60.83 46.15 47.77 73.96 57.18
CoCoOp 71.02 64.07 48.75 50.63 76.18 59.91
CoOp 71.35 64.28 48.67 50.65 76.50 60.03
+ GRAM 71.62 64.66 49.06 51.12 76.76 60.40
VPT 68.92 61.84 47.64 46.50 75.86 57.96
+ GRAM 69.09 62.33 47.92 47.13 76.26 58.41
UNIGRAM 71.65 64.81 49.54 51.51 77.34 60.80

Table 3: Accuracy (%) of cross-dataset generalization evaluation. Prompts are learned from the source dataset (16 shots).

Source Target
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CoCoOp 71.02 94.43 90.14 65.32 71.88 86.06 22.94 67.36 45.73 45.37 68.21 65.74
CoOp 71.35 93.60 89.84 64.74 70.83 85.97 23.03 66.16 44.21 45.95 68.65 65.30
+ GRAM 71.62 94.28 90.17 65.76 71.92 86.33 23.76 66.75 45.75 51.15 69.16 66.50
VPT 68.92 93.07 89.44 64.77 67.79 84.91 23.72 66.16 45.02 37.74 67.00 63.96
+ GRAM 69.09 93.62 90.03 65.56 68.83 85.32 24.88 66.77 45.69 42.01 67.65 65.04
UNIGRAM 71.65 94.67 90.83 66.78 73.12 86.69 25.27 67.97 48.06 52.63 71.03 67.71

and data augmentation settings in CoCoOp. Considering
the results of CoOp reported in [61] is obtained by training
200 epochs, which extremely undermines the generalizabil-
ity of CoOp, we re-train CoOp for 10 epochs using the offi-
cially released code and find that fewer training epochs sig-
nificantly improve the generalizability of CoOp. For CHC,
we use CC3M [50], which consists of 3.1 million image-
text pairs. Before clustering, we adopt a filtering model to
filter out mismatched noisy image-text pairs.

4.2. Generalization From Base to New Classes

Prompt tuning with a few training samples (16 shots) of
the base classes, we evaluate the adaptation ability of mod-
els on the remaining testing samples of the base classes and
the generalization ability of models on the unseen classes.
Table 1 summarizes the results. (1) Overall, the proposed
GRAM method is capable of generalizing to different base-
line models, ranging from textual prompt tuning to visual
prompt tuning. Our GRAM can not only boost their few-
shot adaptation ability on the base classes but also signifi-
cantly improves their generalizability on the unseen classes.
(2) As for the average accuracy of the base classes over 11
datasets, our GRAM largely improves CoOp and VPT by
1.16% and 1.51%, respectively, indicating that our unsuper-
vised meta-learning empowers the adaptation ability of ex-
isting methods. (3) As for the average accuracy of the new
classes over 11 datasets, our GRAM brings about 1.82%

and 1.87% improvements on CoOp and VPT, respectively,
which demonstrates that the proposed gradient regulating
function can effectively mitigate the overfitting problem.
(4) Moreover, our GRAM enables the visual and textual
prompt tuning to work in a mutually-enhanced way. Our
UNIGRAM achieves stronger few-shot generalization per-
formance beyond its uni-modal components, improving the
average accuracy of unseen classes from 73.11% (CoOp)
to 75.92%. Note that, UNIGRAM largely outperforms Co-
CoOp by 14.29%, 6.38%, and 11.34% on FGVCAircraft,
DTD, and EuroSAT datasets, respectively.

4.3. Cross-Domain Generalization

Contrastively pre-trained vision-language models have
demonstrated strong generalizability, but prompt tuning on
limited data from a specific dataset might undermine the
generalizability of the pre-training models. In this section,
we evaluate the out-of-distribution generalization perfor-
mance of prompt tuning methods. Following [61], we eval-
uate the cross-domain generalization performance by trans-
ferring the prompts learned from ImageNet to four other
variants of ImageNet with domains shift.

As shown in Table 2, our GRAM consistently improves
the domain generalizability of CoOp and VPT on all target
datasets while at the same time maintaining a higher per-
formance on the source dataset. This indicates that meta-
learning to regulate the gradient can effectively prevent the
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Table 4: Accuracy (%) of cross-domain generalization evaluation. Prompts are learned from the source dataset (4 shots).

Source Target

ImageNet ImageNetV2 ImageNet-Sketch ImageNet-A ImageNet-R Average
CLIP 66.73 60.83 46.15 47.77 73.96 57.18
CoCoOp 70.13 63.05 46.48 49.36 73.80 58.17
CoOp 69.86 62.83 46.90 48.98 74.55 58.32
+ GRAM 70.49 63.72 48.42 51.13 76.39 59.92
VPT 70.11 62.66 46.57 47.99 74.26 57.87
+ GRAM 70.46 63.93 48.32 49.93 76.37 59.64
UNIGRAM 70.84 64.01 48.29 51.20 76.76 60.07

Table 5: Accuracy (%) of cross-dataset generalization evaluation. Prompts are learned from the source dataset (4 shots).
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CoCoOp 70.13 93.33 88.76 64.49 69.00 85.48 19.09 64.03 42.58 45.61 66.43 63.88
CoOp 69.86 93.70 89.14 64.51 68.71 85.30 18.47 64.15 41.92 45.39 66.55 63.78
+ GRAM 70.49 94.98 90.94 64.80 69.08 85.62 19.60 64.17 41.33 46.56 66.66 64.37
VPT 70.11 93.30 87.76 62.64 67.91 83.64 20.62 64.51 41.21 40.85 63.37 62.58
+ GRAM 70.46 93.94 88.04 63.42 67.86 83.81 21.27 64.47 41.67 41.51 63.54 62.95
UNIGRAM 70.84 93.69 91.37 64.84 69.54 85.99 21.56 64.69 42.60 46.61 66.68 64.76

models from overfitting to some spurious correlations of a
single domain. In addition, GRAM brings about clear im-
provement by harmonically combining visual and textual
prompts. On the ImageNet-R, UNIGRAM significantly sur-
passes CoCoOp by 1.16%.

4.4. Cross-Dataset Generalization

We further consider a more challenging setting, that is,
generalizing across different datasets. The models are only
prompt tuned on the source dataset and required to transfer
to other 10 datasets in a zero-shot manner. As illustrated in
Table 3, equipped with our GRAM, the average transfer per-
formance of CoOp and VPT increases 1.20% and 1.08%, re-
spectively. This validates that GRAM can also improve the
cross-dataset generalizability of different methods. Further,
our UNIGRAM not only achieves the highest performance
on the source dataset but also demonstrates stronger cross-
dataset generalization performance over existing methods,
outperforming CoCoOp by 1.97 points.

4.5. Extremely Few-Shot Generalization

We further consider extremely few-shot scenarios to bet-
ter evaluate the adaptation and generalization abilities of our
approach. We measure the 4-shot performance instead of
the 16-shot performance, where we keep the same train-
ing details and evaluation metrics as the 16-shot setting.

Table 6: Ablation results (%) over 11 datasets.
Base New H

0 UNIGRAM 80.34 75.92 78.07
1 -domain shift simulating 79.68 75.56 77.57
2 -gradient regulating 77.90 74.79 76.31
3 -meta-learning = prompt pre-training 75.90 74.32 75.10
4 -CHC = supervised meta-learning 78.68 74.47 76.52
5 joint textual&visual prompt tuning 77.41 72.85 75.06

We report the cross-domain and cross-dataset generaliza-
tion performance in Table 4 and Table 5. When the train-
ing samples are extremely limited, we find that our GRAM
also demonstrates a strong ability to boost the cross-domain
and cross-dataset generalizability of CoOp and VPT while
maintaining a higher performance on the source dataset.
Furthermore, our UNIGRAM exhibits superior generaliz-
ability over existing methods by harmonically combining
the visual and textual prompt tuning.

4.6. In-Depth Analysis

Effectiveness of Individual Components. In Table 6,
we train the following ablation models: (1) w/o domain
shift simulating: support set samples are uniformly sam-
pled from all domains, without simulating domain shift.
(2) w/o gradient regulating: we remove the gradient reg-
ulating function and update the model using raw gradi-
ent. (3) w/o meta-learning: we remove the bi-level meta-
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(a) (b)

Figure 3: (a) Test accuracy during training. (b) Normalized
gradient inner product during training.

learning paradigm and directly use image classification over
clustering data as a “pre-training” task to learn a better soft
prompt initialization. (4) w/o Cross-Modal Hierarchical
Clustering (CHC): instead of using unlabeled data, we di-
rectly use an annotated image classification dataset (i.e.,
WebVision [31]) for meta-training. We construct meta-
training tasks by sub-sampling from the set of classes.
(5) joint textual&visual prompt tuning: we further consider
a straightforward approach that tunes the visual and textual
prompts jointly.

The results of Row 1 indicate that using our proposed
cross-modal hierarchical clustering to simulate domain shift
is crucial for our gradient regulating function to learn to
avoid overfitting. Without domain shift simulating, the gen-
eralization performance on the new classes is degraded.
Also, Row 2 validates the superiority of the proposed gradi-
ent regulating function on preventing the model from being
misled by some domain-specific correlations. Our gradi-
ent regulating function takes up 15% of the relative gain on
accuracy (new classes). Further, the results of Row 3 show
that the main performance gain does not directly come from
the pre-training image-text pairs. Instead, our GRAM pro-
vides a novel way to utilize the unlabeled data to address the
limitations of prompt tuning. Then, according to Row 4, we
notice that the large-scale unlabeled data is a better choice
for meta-learning, which covers a wider range of seman-
tics and domains than existing supervised datasets. Finally,
from the results of Row 5, we observe that direct joint
tuning of the textual and visual prompts performs slightly
worse than CoOp. In contrast, Row 0 demonstrates that our
approach enables the visual and textual prompt tuning to
work in a mutually-enhanced way.
Analysis on Adaptation and Generalization. We report
the averaged few-shot performance per epoch. As shown
in Figure 3(a), CoOp+GRAM and VPT+GRAM can better
adapt to testing datasets, demonstrating the stronger adap-
tation ability brought by GRAM. Besides, as the training
continues, the performance of CoOp and VPT on the new
classes drops seriously. In contrast, the proposed gradient
regulating function effectively prevents CoOp+GRAM and
VPT+GRAM from overfitting to training data.

Table 7: Ablation results (%) with respect to different
prompt token numbers over 11 datasets.

Prompt Token Number Base New H
2 77.49 76.09 76.78
4 80.34 75.92 78.07
6 80.09 75.63 77.80
8 80.31 74.79 77.45

Visualization of Gradient Regulating. To verify whether
our gradient regulating function can regulate the gradient
conflict between support set and query set, we report the
normalized gradient inner product between support set and
query set during training. As shown in Figure 3(b), we
clearly observe that the normalized gradient inner product
gradually increases during training. This indicates that our
gradient regulating function is learned to regulate the gradi-
ent over the support set into a more generalizable direction.
Analysis on the Number of Prompt Tokens. We explore
the impact of different numbers of the learnable prompt to-
kens by varing the number of prompt tokens from 2 to 8.
We report the average accuracy over 11 datasets in Table 7.
By increasing the number of prompt tokens from 2 to 4, the
performance on the base classes is clearly improved while
the performance on the new classes drops slightly. Then,
continuing increasing the token numbers will damage the
generalization performance on the new classes.

5. Conclusions
In this paper, we point out the initialization-sensitive is-

sue and the generalizability degradation issue of current
prompt tuning methods for few-shot generalization. We in-
troduce a model-agnostic meta-prompting method GRAM,
which jointly learns an efficient soft prompt initialization
for better adaptation and a lightweight gradient regulat-
ing function for strong cross-domain generalizability using
only unlabeled image-text pairs. Extensive experiments on
several settings (e.g., cross-domain generalization, cross-
dataset generalization) over 11 datasets demonstrate that
GRAM can boost existing methods in a plug-and-play fash-
ion. Further experiments show that our GRAM enables both
visual and textual prompts to work in a complementary way,
exhibiting stronger few-shot generalization ability.
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