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Abstract

This paper presents OxfordTVG-HIC (Humorous Im-
age Captions), a large-scale dataset for humour genera-
tion and understanding. Humour is an abstract, subjec-
tive, and context-dependent cognitive construct involving
several cognitive factors, making it a challenging task to
generate and interpret. Hence, humour generation and un-
derstanding can serve as a new task for evaluating the abil-
ity of deep-learning methods to process abstract and sub-
jective information. Due to the scarcity of data, humour-
related generation tasks such as captioning remain under-
explored. To address this gap, OxfordTVG-HIC offers ap-
proximately 2.9M image-text pairs with humour scores to
train a generalizable humour captioning model. Contrary
to existing captioning datasets, OxfordTVG-HIC features a
wide range of emotional and semantic diversity resulting in
out-of-context examples that are particularly conducive to
generating humour. Moreover, OxfordTVG-HIC is curated
devoid of offensive content. We also show how OxfordTVG-
HIC can be leveraged for evaluating the humour of a gen-
erated text. Through explainability analysis of the trained
models, we identify the visual and linguistic cues influen-
tial for evoking humour prediction (and generation). We
observe qualitatively that these cues are aligned with the
benign violation theory of humour in cognitive psychology.

1. Introduction

Humour has been recorded as a universal and high-level
cognitive perception since Sumerians wrote down the first
joke and remains a complicated concept due to its depen-
dence on culture, visual and linguistic stimuli, as well as
fundamental affective factors. Generating humorous con-
tent poses a significant challenge. As the arousal-reduction
mechanism [31] suggests, the optimal level of novelty for
humour should be neither too low nor too high, so that
most audience can comprehend and appreciate it. Achiev-
ing this balance can be difficult. Another study from neu-
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1. Your parents whenyougeta 1.
B+ on the blood test

2. When your ex-girlfriend says
happy 1year anniversaryto 2. A picture of a black and
her new boyfriend and you white cat laying on top of
broke up 10 months ago laptop keyboard.

A cat is sleeping at a
computer desk on a
keyboard.

Figure 1: Image-text samples from OxfordTVG-
HIC and COCO [9]. In OxfordTVG-HIC , the captions
for a cat image do not describe the physical features of the
cat, but rather the situations that could elicit the cat’s fa-
cial expression. These situations create a humorous effect
with the expression, as they are not offensive and violate
the audience’s everyday-life expectations (Benign violation
theory [32]). On the other hand, the captions for a similar
cat image in COCO [9] explicitly describe the facts in the
image.

roscience [14] states: “successful jokes involve a cognitive
juxtaposition of mental sets, followed by an affective feel-
ing of amusement”. Linguistically, semantic and phono-
logical violations of mental sets interact to generate hu-
mour [32]. When multiple modalities such as vision and
language are involved, the complexity of juxtaposition will
significantly increase. Thus, Humour captioning, as a multi-
modal humour generation task, can be a useful task to inves-
tigate the upper limit of deep learning to handle high-level
abstraction and creativity.

The definition of humour captioning is not clear and the
task is under-explored. We argue that humour captioning
should be distinguished from conventional image caption-
ing [9, 45, 51], which mainly describes the objects or
scenes in the image. The main goal of humour caption-
ing should be to elicit a cognitive perception of humour
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Dataset #Images #Captions #Captmns Dataset
/image type
OxfordTVG-HIC 54k 2885k 53.7 Humour
COCO [9] 123k 617k 5 Object
CC3M [45] 3334k 3334k 1 Object
Flicker30k [51] 32k 159k 5 Object
ArtEmis [2] 80k 455k 5.7 Emotion
ArtELingo [35] 80k 1224k 15.3 Emotion

Table 1: Image captioning dataset statistics compari-
son. The average captions per image of OxfordTVG-HIC is
significantly higher than other popular captioning datasets,
and the total number of captions is larger than most of the
datasets.

rather than to provide factual information. This implies
that a humorous sentence may not be relevant to the im-
age content and still be a valid example. Hence, standard
metrics [39, 12, 46, 25] that assess the quality of captions
and conventional image captioning training framework may
not be appropriate for humour captioning.

Humour captioning has received little attention. An
initial attempt [41] used a relatively simple model [47]
and a small-scale dataset and followed the conventional
image captioning framework. Another recent image-text
dataset [19] that aims to evaluate how well deep-learning
models can comprehend humour has too few images (1.6k)
with limited diversity to train a robust model.

To overcome the limitation faced by previous research,
we introduce OxfordTVG-HIC (Humorous Image Cap-
tions), a large-scale image-text dataset for humour caption-
ing. To our knowledge, it is the first dataset of this kind that
contains 2.9 million image-text pairs with a humour score
to measure their funniness. In OxfordTVG-HIC, each im-
age has 53.7 captions on average, while the conventional
image caption datasets (e.g., [9, 45, 51]) have less than
5 captions per image. Based on OxfordTVG-HIC, we
develop humour generators that can automatically produce
humorous captions given any images. the humour genera-
tors are trained on our proposed position-conditioned loss
to address the issues of low diversity and humour caused by
using cross-entropy loss on OxfordTVG-HIC. Specifically,
since OxfordTVG-HIC is a dataset with high grammatical
and semantic diversity, the cross-entropy loss tends to gen-
erate captions that are close to all ground truths given an
input image, which is detrimental for training. The reason
is that a generated sentence that is close to a set of distinct
sentences is also far from those sentences. Therefore, the
humour level and diversity are reduced with cross-entropy
loss. Our position-conditioned loss solves this problem with
promising results.

The qualitative nature of human thoughts makes it hard
to evaluate and understand humour quantitatively. How-
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Figure 2: OxfordTVG-HIC are much greater than the other
traditional image captioning datasets [9, 45, 51] in terms
of the mean and variance for the number of captions per
image.

ever, there are still some theories [32, 6, 37] proposed by
psychologists to explain and measure humour. Drawing in-
sights from one of the theories: Benign violation [32], we
propose the benign violation humour score based on a hu-
mour classifier trained on OxfordTVG-HIC and a benign
level classifier. Together with other linguistic metrics such
as diversity and fluency, we benchmark the performance of
our model on OxfordTVG-HIC.

Moreover, the learned ability to perceive humour as digi-
tal signals sheds light on the quantitative understanding and
explainability of humour. From our observation and analy-
sis, the model regards the abnormal and emotionally intense
parts of images and sentences as the most important fac-
tors for creating humour. We hypothesise our observation is
consistent with the Benign violation theory [32].

In summary, our main contributions are as follows:

1. We introduce OxfordTVG-HIC, a large-scale humour-
oriented image-text dataset that addresses the lack of data
in image-text-based humour generation and detection.

2. We show the diversity and richness of OxfordTVG-
HIC and design the position-conditioned loss to better
train a humour caption generator on the diverse data of
OxfordTVG-HIC.

3. By explaining the learned humour models, we analyse
the visual and linguistic stimuli that evoke humour and pro-
vide insights regarding humorous cues within the data. We
further observe that the insights are aligned with the Benign
violation theory [32].
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2. Background and related work

Humour in deep learning. Humour is a complex cogni-
tive phenomenon that requires a high level of abstraction to
comprehend. Even humans may struggle to articulate the
mechanisms and sources of humour when we encounter it.
Having a sense of humour is so hard and valuable for hu-
mans that we have professional comedians to make jokes.
Nowadays deep learning models have achieved remarkable
performance in object-centric multi-modal tasks, but their
ability to generalise to tasks involving abstract and high-
level concepts like humour remains uncertain. Previous re-
search has attempted to extract and analyse abstract con-
cepts from various modalities, especially humour detection
in texts [34, 7, 8, 50, 49, 3] and videos [27, 21, 40, 16], as
well as text-based joke generation [28, 30, 17, 48].

Image captioning data. The goal of image captioning is
to generate natural language descriptions for a given image.
Most existing datasets [9, 45, 51] focus on the physical as-
pects of the scenes in an image and evaluate the descriptive
skills of the models. Some recent datasets [2, 35] introduce
the challenge of capturing the emotional effects of the visual
stimulus and expressing them in natural language. How-
ever, to the best of our knowledge, no public large-scale
dataset exists that specifically targets humour generation in
captioning and examines how visual and linguistic cues trig-
ger humour as a high-level cognitive phenomenon.
Humour-oriented caption generation. Despite its poten-
tial applications and benefits, humour-oriented captioning
remains a relatively under-explored area. An initial at-
tempt [41] adapted a simple model [47] to a small self-
collected dataset and another dataset [19] was proposed to
benchmark the machine’s ability to comprehend humour.
However, these datasets are limited in size and diversity and
do not support the development of a robust model. Thus,
a new large-scale humour captioning dataset is in need.
Moreover, existing approaches have not tailored their im-
age captioning modules to the specific features of humour-
oriented captioning and have relied on conventional met-
rics that may not capture the humorous aspects of the cap-
tions. Though humour is complex to measure, psychol-
ogists have proposed several criteria such as Benign vio-
lation theory [32], Relief theory [6], and Superiority the-
ory [37] to measure humour. Rather than using standard
metrics [39, 46, 25, 12], redesigning evaluation metrics for
humour captioning based on the psychological theories of
humour should be more appropriate.

3. Humour Dataset: OxfordTVG-HIC

Current public datasets [41, 19] for humour-oriented
image captioning contain too few image samples for the
trained model to generalise well on unseen images. The
lack of a large-scale available dataset hinders the devel-

Dataset Anger Digust Fear Joy Neutral Sad Surprise

OxfordTVG-HIC|0.136 0.138 0.058 0.086 0.363 0.078 0.145
COCO[9] 0.036 0.076 0.149 0.048 0.609 0.016 0.065
CC3M[45] 0.061 0.074 0.074 0.163 0.533 0.059 0.035
Flicker30k[51] |0.049 0.136 0.129 0.074 0.549 0.023 0.037

Table 2: Emotion analysis for captions in OxfordTVG-
HIC and object-centric datasets. The emotion richness
of OxfordTVG-HIC is at most 24.6% greater than object-
centric datasets.

Dataset #Combination of Parts Of Speech
noun/verb [noun/verb/adj. \noun/verb/adj./conj.
OxfordTVG-HIC| 294,794 455,280 545,013
COCO [9] 6,012 21,020 33,997
CC3M [45] 59,914 168,982 225,933
Flicker30k [51] 11,796 34,034 43,601
ArtEmis [2] 11,327 99,101 153,324
ArtELingo [35] 37,253 329,852 452,531

Table 3: Number of grammar patterns of image caption-
ing datasets. The grammar pattern is defined by the com-
bination of the relative position of different POS (Parts Of
Speech) in sentences. OxfordTVG-HIC has a much larger
number of grammar patterns than other popular captioning
datasets.

opment and generalisation of humour-centric multi-modal
tasks such as humour captioning. Therefore, we present
a large-scale humour captioning dataset: OxfordTVG-
HIC, containing 2,885,326 image-text pairs in English
and 53,728 unique images acquired from popular on-
line websites and communities including Bokete Ogiri
(Japanese) [52], ImgFlip (English) [20], and online image
generators (English) [33]. Each image-text pair is annotated
with a funny score in the form of votes from the website
users, which could be crucial to quantitatively evaluate how
much humour the visual and linguistic stimuli create jointly.
All raw captions in OxfordTVG-HIC are translated into
English with DeepL translator [11] and cleaned with Man-
gaOCR [5] and TextBlob [29] to ensure no linguistic
hints appear in the images and captions with non-English
words caused by homophonic translation are deleted so that
culturally-exclusive contents and words will be removed.

3.1. Data statistics

Rather than attending to the physical content of an im-
age, humour captioning focuses on a perceived aspect of the
image and further develops a thought that relates to the ob-
jects, the objects’ point of view, or the audience’s comments
on the image. The diverse form of humour indicates that
the distribution of appropriate humour captions for an im-
age can be much wider than object-centric captions. More
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OxfordTVG-HIC

Figure 3: t-SNE distribution of sampled captions. Points
with the same colour represent captions of the same im-
age. Captions belonging to the same image are spread dis-
tinct in OxfordTVG-HIC, but they are clustered together in
COCO [9].

specifically, the OxfordTVG-HIC stands its way out due
to the fact that humour can take a variety of forms, or in
other words, an infinite number of semantically distinct cap-
tions can stimulate humour in combination with the im-
age. Another significant difference is that OxfordTVG-
HIC has more emotional richness than object-oriented im-
age captioning datasets, which requires more ability to ex-
tract abstract and psychologically high-level concepts from
the input image. For this reason, as shown in Figure 2,
OxfordTVG-HIC has 53.7 captions per image on average
and most of the images from the OxfordTVG-HIC have 10
to 1,000 captions, which is significantly higher than that
of popular image captioning datasets [9, 45, 51, 2, 35] as
demonstrated in Table 1 and Figure 2. The high number of
captions per image poses a greater challenge for captioning
models to tackle than conventional image captioning.

3.2. Richness and diversity

Unlike object-centric image captioning datasets [9, 45,
51] that emphasise the physical relationship between ob-
jects in the image, OxfordTVG-HIC captures high-level
mental perception in its captions. The subjectivity of
OxfordTVG-HIC results in a rich and diverse set of emo-
tions, semantics, and grammar.

Emotional richness. Though not an emotion itself, hu-
mour is built on emotions [14]. Quantitatively reflected in
the dataset statistics, 63.7% captions in the OxfordTVG-
HIC are detected to be emotional by DistilRoBERTa [15],
compared to only 39.1% captions in COCO [9] are consid-
ered emotional as shown in Table 2. In more detail, when
analysed apart from the image, the captions in OxfordTVG-
HIC have more emotion in surprise, disgust, and anger than
the object-centric dataset. Thus, although humour is gener-
ally considered a positive feeling, its emotional components
could be non-positive.

Grammar pattern diversity. As shown in Table 3, if we
consider the relative position of the nouns, verbs, adjec-

t took 15 minutes to walk ...
never blink know why?...
saw your online dating...

|
=p Generator =% <Pred> I
|
I - saw all your pictures...

I ¢ blink. know why? ...
—> Generator —» <Pred> | : your online dating ...

1 | I : all your pictures ...
| Wy
—» Generator —».| <Pred> Isaw; : online dating ...
I I'sawiell @ your pictures ..
I saw w3

Figure 4: Intuition of the position-conditioned loss:
stricter previous-word conditions constrain the next-
word distribution. For the first few tokens, there are di-
verse ground truths that exclude one another (more diverse
than the demo here). In this case, we don’t want to pe-
nalize false positive predictions too much because they are
potentially ground truths. As more previous tokens are de-
termined, the diversity of plausible ground truths of the next
token decreases. Now the false positive predictions become
less likely to be ground truths. Thus we increase the false
positive loss weight w; to penalize those predictions.

tives, and conjunctions as grammar patterns, the captions
in OxfordTVG-HIC have significantly more grammar types
than other popular image captioning datasets [9, 45, 51, 2,
35]. The grammatical diversity results from the fact that
humour can take an infinite number of forms due to its sub-
jectivity.

Semantic diversity. The semantic diversity of humour cap-
tions is another characteristic of OxfordTVG-HIC. The cap-
tions for the same image in OxfordTVG-HIC may have dif-
ferent meanings when considered in isolation. To illus-
trate this, we used the CLIP [42] text encoder to obtain
sentence-level semantic embeddings as shown in Figure 3.
In COCO [9], the semantic embeddings of captions for the
same image tend to form a cluster, indicating that they have
similar meanings. However, in OxfordTVG-HIC , the se-
mantic embeddings of captions for the same image are scat-
tered across the embedding space. Moreover, we observed
that some semantic embeddings of captions from different
images are close to each other in the embedding space. This
suggests that semantically similar captions can generate hu-
mour for different images.

3.3. Ethics

The raw dataset contained some offensive content such
as profanity, sexual references, and hate speech based on
race, gender, or belief. To ensure the quality and safety
of OxfordTVG-HIC, we applied several filters to remove
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the harmful content at different levels: image-level: NSFW
offensive content detection [23], text-level: filtering cap-
tions with words from English profane word dictionary, and
image-text-level: Villo [38] hateful memes detection. Fi-
nally, we discarded 10,352 images and 133,341 captions
from the raw dataset.

4. Humour Captioning Baseline

Humour captioning is different from conventional image
captioning [9, 45, 51], which aims to describe the objects
or scenes in the image. The primary objective of humour
captioning is to evoke the perception of humour rather than
to convey factual information. This means that a humorous
sentence can be valid even if it is not relevant to the physi-
cal image content, which introduces high grammatical and
semantic diversity into the ground truths in OxfordTVG-
HIC as shown in Figure 1. In this paper, the diversity in
grammar and semantics is taken into account by our base-
line humour generator.

4.1. Humour Generator

We experiment with two popular backbone architectures
when designing humour generators trained on OxfordTVG-
HIC: ClipCap [36], which combines CLIP [42] image en-
coder with a GPT-2 [43] text decoder connected by a map-
ping network; and the recent captioning model BLIP [24],
which utilises the noisy web data by bootstrapping the cap-
tions. Those two backbones are trained with a position-
conditioned loss we designed specifically for OxfordTVG-
HIC.

4.2. Position-conditioned Loss.

Token-wise cross-entropy is a commonly used supervi-
sion loss in natural language processing tasks, and promi-
nent language models such as BERT [13], GPT2 [43], and
RoBERTa [26] have been trained using this method. While
cross-entropy loss has demonstrated effectiveness in object-
centric image captioning tasks, it may introduce confusion
to models during training when presented with diverse cap-
tions for the same image that differ significantly in seman-
tics and grammar patterns. This confusion is particularly
troublesome when predicting the first few tokens of a sen-
tence, as the initial label tokens for the same image may
vary significantly in meaning as demonstrated in Figure 4.
Training the model using cross-entropy loss under these cir-
cumstances leads to the model predicting the most simi-
lar token to all different label tokens to minimise the loss.
However, if the predicted token is comparable to all label
tokens that are distinct from one another, it will also be dis-
similar to all of those label tokens, resulting in generated
tokens that lack humour and are neither fish nor fowl” as
illustrated in Figure 5.

To tackle the problem, we propose a token-position-
conditioned loss based on the assumption that the closer to
the start of the caption, the less strict the condition is for the
predicted token. For example, the condition of the first to-
ken on the image prompt should be weak because the same
image prompt could lead to a variety of distinct first tokens.
In more detail, we do not wish to penalise false negative pre-
diction too much at the beginning of the sentence because
the wrong prediction for one label could potentially be cor-
rect for another. For implementation, we designed a false
positive loss weight function w; based on token position (j
is the j-th token position in the caption). Mathematically,
the position-conditioned loss £; can be formulated as the
following:

B

L, - _;ZXK: {log(ij) yi; =1

1
it =1 (wilog(l —cfy) i =0 .
where y;; = [yl-lj, cens yfj(] € {0,1}¥ is a one-hot vector for
the label token and c7; represents the z-th word probability
of the predicted token ¢;; € [0,1]%, and K is the number of
word tokens in the label space. B represents the data batch.
The false positive loss weight function w; could take var-
ious forms. One general principle for choosing w; is that
the function needs to be monotonically increasing as the po-
sition index increases because we assume the condition gets
stricter at the end of the caption. Next, we discuss choices
for the false negative loss weight function w;.
Linear. The most straightforward monotonically increasing
function is the linear function. In this paper, we consider:

wj = 'yﬁ,wj eRT 2)

where M denotes the number of tokens in the caption and
~ is a hyperparameter that controls how drastically the false
positive penalty should increase as the token position moves
along the sentence.
Gaussian. Gaussian distribution in the right half plane has
properties of smooth change and monotonically decreasing
at a fixed range. If we consider the transformed Gaussian
function described as the following:

wj=1-e 3" w; eRT 3)

where [ controls the standard deviation, then the false neg-
ative loss weight function will be monotonically increasing
in the right half plane and ranges from [0, 1].

Sigmoid. The sigmoid function is another choice of
monotonically increasing function with nice properties to
smoothly converge at a constant value as the position index
increases. We consider the sigmoid weight function as:

2
— —1,w; e R* 4)

w, = ———
! l14+e @
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I’m going to go to the bathroom I’'m going to go to the
convenience store

Go Pikachu! Pool over! Give me your

driver’s license.

I’m going to give you a couplé
of examples.

Next interview, please

Hey, hey, what’s wrong with you?

The cats all over the country
have been deported as promised...

Figure 5: Captions generated on unseen images by models that are trained on different losses. Captions generated by the
position-conditioned loss are rendered in blue, from which we can find that the position-conditioned loss solves the problem
of limited diversity in cross-entropy. More examples will be shown in the appendix.

where « is a hyper-parameter that controls the scaling of
the sigmoid function, or in other words, how fast the false
negative loss weight increases. In our ablation experiment,
we find o = 6 gives the highest humour intensity.

5. Evaluation

Object-centric image captioning task uses linguistic
evaluation metrics such as BLEU [39], ROUGE [25], ME-
TEOR [12], and CIDEr [46] to measure how close the pre-
dicted caption is to the ground truth objectively. And all
previous work [41] on humorous caption generation used
the objective metrics above to evaluate their humour gener-
ation model. However, we believe those linguistic metrics
are inappropriate for the humour-centric image captioning
task where ground truths per image could be distinct from
one another in both semantics and grammar patterns.

To evaluate humour, we borrow insights from psychol-
ogy and propose a new evaluation metric: Humour score
and Benign score, which we believe serve better as a proxy
for humour intensity evaluation to our task than conven-
tional linguistic metrics mentioned above.

5.1. Humour metrics

Humour has been studied for decades, some famous ex-
planations include the Benign violation theory [32], Supe-
riority theory [37], and Relief theory [6]. The Benign vio-
lation theory [32] states that humour happens when a state-
ment violates how the audience thought the world ought to
be and the violation sounds benign to the audience. The
subject of violation includes social norms, linguistic norms,
moral norms, and self-dignity. An example of benign vio-
lations is shown in Figure 1. We believe designing an eval-
uation metric based on Benign violation theory [32] could
allow us to measure how well a model can generate humour.

Humour Score. In this paper, the approach for evaluat-
ing the humour intensity in image-text pairs is based on a
classification model trained on OxfordTVG-HIC. Positive
samples are drawn from OxfordTVG-HIC, while negative
samples of an image are comprised of semantically distinct
captions from other images, randomly generated text from
GPT-3 [4], and generated captions from captioning models
trained on COCO [9]. The model is trained to distinguish
between these positive and negative samples and ultimately
to output the humour confidence given an image-text pair,
which is positively correlated with the violation level. The
classifier is composed of 3 components: ResNet50 [18] im-
age encoder, GPT-2 [43] text encoder, and linear classifica-
tion head to conduct a binary classification task. The clas-
sifier is trained on binary cross entropy loss and achieved
an in-domain accuracy of 89% and out-domain accuracy of
77% (in-domain means seen images; out-domain means un-
seen images). The relative non-perfect performance of the
evaluator implies the difficulty to comprehend and judge
humour.

Benign Score. According to the benign violation theory,
to generate humour, the benign level should be high and
no offensive content to the audience should be included.
We measure the benign value by Villo [38], a classification
model trained on the Hateful Memes Challenge dataset [22].
Given an image-text pair, the model can tell whether the in-
formation the image-text pair conveys is hateful or offen-
sive. The benign score of an image-text pair is the output
probability of the Villo [38] model.

The Benign score and Humour scores are positively cor-
related with the humour intensity of the generated captions.
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W/ position- Humour Benign Fluency

Model - Dataset condition? scoret score [38]1(Parrot [10])1

BLIP COCO [9] X 0416  0.999 0.956
[24] Ours X 0.749  0.990 0.897
Ours v 0.828 0.991 0.899
ClipCapCOCO [9] X 0.270  1.000 0.899
[36] Ours X 0.650  0.935 0.901

’ Ours v 0.832 0.984 0.831

Table 4: Evaluation results of humour generators. The
humour scores of models trained on OxfordTVG-HIC and
position-conditioned loss are the highest as expected while
the benign and fluency scores of the models are comparable,
which indicates models trained on OxfordTVG-HIC with
position-conditioned loss generate the highest humour in-
tensity.

5.2. Linguistic metrics

Besides the humour evaluation, fluency and diversity
should also be evaluated to measure how well the generated
sentences make sense and diversify linguistically.

Fluency score. We use Parrot [10], a T5-based language
model, to measure the fluency score of the generated sen-
tences. Parrot was originally designed to paraphrase a given
sentence and also includes an evaluation model to measure
the fluency of its paraphrased sentence. We argue that Parrot
is suitable as a fluency evaluation model for the image cap-
tioning tasks because Parrot’s original purpose aligns with
our goal to evaluate generated sentences.

Diversity score. CLIP [42] is a powerful pre-trained model
to extract semantic information from images and texts. We
use CLIP [42] as a semantic diversity evaluator based on
the cosine similarity of the extracted semantic features from
generated captions. Mathematically, let p represent the cap-
tion semantic feature extracted by CLIP [42]. Then the di-
versity score can be described as :

N

1 T D
diversity = ,| 1 — (N Z max —2mPn_y2

(5
nnzm |pp||pnl

m=1

6. Experiments
6.1. Humour caption generation

Implementation details. We train all models on
OxfordTVG-HIC with COCO [9] pre-trained weights. The
training process consists of 20 epochs with 500 warm-up
steps for both cross-entropy and position-conditioned loss.
We use the cosine learning rate decaying schedule with the
initial learning rate of 1075,

Experimental results. As shown in Table 4, humour gen-
erators trained on OxfordTVG-HIC obtain at most 56.2%
more in humour score than those trained on COCO [9], and

Kernel [Humour Benign Fluency Diversity
function | scoret score [38]1 (Parrot [10])1 (CLIP [42]))1

sigmoid | 0.832 0.984 0.831 0.373

linear | 0.792 0.911 0.795 0.348

gaussian| 0.826 0.906 0.873 0.362
Table 5: Influence of kernel functions of position-

conditioned loss on the performance of ClipCap [36].
Experimentally, the sigmoid kernel function conveys the
highest benign and humour scores, or equivalently, the high-
est humour intensity. Besides, models trained with the sig-
moid kernel loss generate the most diverse captions.

Humour Benign Fluency Diversity
@ scorel score [38]1 (Parrot [10])T (CLIP [42]))1
/0.650 0.935 0.901 0.254
2 0.818 0.909 0.881 0.358
4 0.823 0.911 0.889 0.362
6 0.832 0.984 0.831 0.373
8 0.822 0.905 0.795 0.384

Table 6: Influence of the hyper-parameter o of the sig-
moid kernel function defined in Eq. (4) on diversity and
humour level of ClipCap [36]. As « increases, the false
positive penalty increases slowlier and more diversity is in-
troduced because the supervision is less strict. Also, models
trained on position-conditioned loss generally tend to have
more diversity than cross-entropy (denoted by a =*/7).

humour generators trained with position-conditioned loss
improve humour score by 18.2% compared to those trained
with cross-entropy. The position-conditioned loss improves
the diversity by 13% (as shown in Table 6) with comparable
fluency.

6.2. Ablation study

Influence of different kernel functions. The sigmoid
function of the position-conditioned loss conveys the high-
est benign and humour score as well as diversity as demon-
strated in Table 5.

Influence of kernel function hyperparameters. The
hyper-parameter o for the sigmoid kernel function of the
position-conditioned loss controls how fast the false pos-
itive penalty increases with positions. The motivation to
introduce the position-conditioned loss is to overcome the
problem of limited diversity caused by cross-entropy and
o plays an important role in diversity control. As demon-
strated in Table 6, when « increases, the diversity of gen-
erated captions increases as well while the humour level
seems without correlation.
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Figure 6: Attention heatmap of the humour generator image encoder. The generator tends to focus more on facial
expressions, especially the “dramatic” parts which involve more emotions.
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Figure 7: Gradient visualization of image-text pairs from humour classifier. The evaluator tends to focus on abnormal
parts and facial expressions of the images which involve more emotion; More attention is paid to the pronouns in the text
which induces engagement from the audience. Deeper colour on the texts means a larger contribution to humour.

6.3. Understanding humour

The humour generator and classifier can both provide in-
sight into the quantitative understanding of humour, which
is one of the major goals of this paper. In general, we aim
to quantify what visual and linguistic clues the models use
to generate and evaluate humour.

Generator attention visualisation. We visualise [1] the
attention map of the image encoder and examine how it
attends to different parts of the image to produce humor-
ous captions. Figure 6 shows the comparison of the at-
tention heatmaps between the image encoder trained on
COCO [9] and OxfordTVG-HIC. The results indicate that
the OxfordTVG-HIC-trained encoder pays more attention
to affective features in the image. For example, it fo-
cuses more on the facial expressions of people than the
COCO [9]-trained encoder, as they often convey rich emo-

tions. Moreover, it highlights some unusual or exaggerated
aspects of facial expressions, such as a dog’s odd smile or a
child’s evil eyes. These features suggest that humour arises
from some form of incongruity or violation of mental sets.
This observation is consistent with the benign violation the-
ory [32] of humour.

Evaluator gradient visualisation. To visualise the most
contributive parts of the image and text to humour gen-
eration judged by the humour classifier, we apply Grad-
CAM [44] on images and gradient magnitude analysis on
text embedding space. Figure 7 demonstrates that the vio-
lation evaluator also focuses on facial expressions and in-
congruous elements in the image (e.g. “a cat’s perplexed
face” and “a car in the air”), similar to the image encoder
of the generator. For the captions, pronouns seem to play
a significant role as they involve the audience in the situa-
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tion portrayed in the picture. This involvement and empathy
may be the key to eliciting humour in the audience’s mind.

7. Discussion and Future Works

Besides humour-oriented image captioning,
OxfordTVG-HIC as an image-text dataset could be applied
in any humour-oriented task involving visual and linguistic
modalities. Potential directions include humorous image
generation guided by texts and simultaneous humour-
oriented image-text generation. Since OxfordTVG-HIC is
collected from different cultural websites and communities,
the explainability and understanding of the cultural and
linguistic differences in humour could be explored with
OxfordTVG-HIC. If similar video-based datasets are
created, the humour generation and evaluation tasks can be
extended to a more complicated and challenging level.

8. Conclusion

Humour is a unique and iconic characteristic of the hu-
man cognitive process. It reflects out-of-context and unex-
pected interpretations of information. In this work, we pave
the way for achieving humour understanding and generation
of artificially intelligent systems by (1) the release of the
OxfordTVG-HIC dataset that for use in humour-oriented vi-
sion language generation and evaluation; and (2) a demon-
stration of humour generators that can create jokes given
any images. The capacity to computationally deal with hu-
morous attributes of text and images opens an exciting new
direction in human-computer communication and interac-
tion and unlocks a novel hallmark of cognition.
Acknowledgement. We would like to thank Ashkan
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ful suggestions and feedback on the paper. This work
is supported by the UKRI grant: Turing Al Fellowship
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8.1. Limitations

As the first large-scale study of humour captioning, we
acknowledge the following limitations of our work. (1)
Our humour classifier is trained on positive samples from
OxfordTVG-HIC, which may bias the classifier towards
generators trained on the same dataset. (2) The humour
classifier only correlates to the benign violation theory, not
directly linked. A stronger connection to psychological the-
ory is desirable. We leave this for future work. (3) Because
the funny scores in OxfordTVG-HICare collected based on
user votes from different humour-oriented communities, the
funny scores are not entirely proportional to the true hu-
mour intensity, but only positively correlated. (4) Due to
the fact that certain humorous captions are originally com-

posed in Japanese and subsequently translated into English
via DeepL [11], it is possible that the intended humour of
the original Japanese captions may be diminished as a result
of inaccuracies in translation
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