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Abstract

Creating layouts is a fundamental step in graphic de-
sign. In this work, we propose to use text as the guidance
to create graphic layouts, i.e., Text-to-Layout, aiming to
lower the design barriers. Text-to-Layout is a challeng-
ing task, because it needs to consider the implicit, com-
bined, and incomplete layout constraints from text, each of
which has not been studied in previous work. To address
this, we present a two-stage approach, named parse-then-
place. The approach introduces an intermediate representa-
tion (IR) between text and layout to represent diverse layout
constraints. With IR, Text-to-Layout is decomposed into a
parse stage and a place stage. The parse stage takes a tex-
tual description as input and generates an IR, in which the
implicit constraints from the text are transformed into ex-
plicit ones. The place stage generates layouts based on the
IR. To model combined and incomplete constraints, we use
a Transformer-based layout generation model and carefully
design a way to represent constraints and layouts as se-
quences. Besides, we adopt the pretrain-then-finetune strat-
egy to boost the performance of the layout generation model
with large-scale unlabeled layouts. To evaluate our ap-
proach, we construct two Text-to-Layout datasets and con-
duct experiments on them. Quantitative results, qualitative
analysis, and user studies demonstrate our approach’s ef-
fectiveness.

1. Introduction
Graphic design is ubiquitous in our daily life. Layout,

the sizes and positions of design elements, is fundamental
to a graphic design. However, creating layouts is a com-
plex task that requires design expertise and consumes much
time. While we may not have design knowledge and be
unfamiliar with design tools, we have a strong linguistic
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Figure 1. An example of Text-to-Layout. (a) A user describes the
desired layout in natural language. (b) A visually appealing layout
is automatically generated. (c) The layout is a fundamental ingre-
dient of the final graphic design.

ability to express our requirements. That is also what we
are doing in the communication with designers. Thus, we
propose to use text as the guidance to create graphic lay-
outs, i.e., Text-to-Layout (see Figure 1). This enables people
without expertise to participate in the design. Moreover, it
helps professional designers create drafts more efficiently,
thereby reducing their workloads. Besides, it also makes
the discussion between users and designers much smoother.

While automatic layout generation has been intensively
studied [23, 1, 9, 20], Text-to-Layout is rarely investigated
and remains a challenging task due to its unique way to
specify layout constraints. (i) Implicit Constraint. Textual
description tends to be abstract and vague, and thus layout
constraints from the text are often specified in an implicit
and vague way. Consider the description in Figure 1. It
describes the elements in a layout by their functional roles
(e.g., news title and summary) rather than their primitive el-
ement types (e.g., text box). It also states a vague, subjective
position constraint (e.g., heading at the top) and implicitly
poses a hierarchy constraint (e.g., news should be organized
in a list). This characteristic makes Text-to-Layout dras-
tically different from other conditional layout generation
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tasks where constraints are explicitly specified [24, 21, 20].
(ii) Combined Constraint. Various types of layout con-
straints are often jointly specified in text. For example, the
description in Figure 1 poses 4 different kinds of constraints
in total, including element type constraint (e.g., news title),
size constraint (e.g., brief summary), position (e.g., heading
at the top) and hierarchy (e.g., all news arranged in a list).
However, existing conditional layout generation approaches
only tackle one certain kind of constraint at a time. Hence,
how to model the combined constraints and create visually
appealing layouts that satisfy all constraints simultaneously
remains to be explored. (iii) Incomplete Constraint. Users
tend not to describe all the elements in a layout, because do-
ing so is extremely tedious. For instance, the description in
Figure 1 does not specify the image in each piece of news,
but the images are indispensable for engaging audiences’
attention. Thus, it is necessary to auto-complete the omit-
ted yet important elements. While previous work [9, 15]
has studied the task of layout completion, it has not been
jointly considered with other conditional layout generation
tasks. In addition to the above challenges, Text-to-Layout
also faces the serious problem of scarcity of labeled data.
Unlike the Text-to-Image task that has billions of text-image
pairs from the Internet [31, 30, 33], it is prohibitively expen-
sive to collect a similarly sized dataset for Text-to-Layout.

To tackle the challenging Text-to-Layout, our intuition is
three-fold. First, implicit layout constraints in a text could
be transformed into explicit ones. Considering the descrip-
tion in Figure 1, the functional roles of elements can be
transformed to corresponding primitive element type con-
straints. Since this transformation does not require any lay-
out generation capability, we can take advantage of pre-
trained language models (PLM) that have achieved impres-
sive natural language understanding performance even in a
low-data regime [3, 29, 34]. In addition, generating layouts
conditioned on explicit constraints is a well-studied setting
in prior work [1, 20, 15]. We can learn from their successful
experience to address the problem. Second, the state-of-the-
art approach [15] has formulated conditional layout genera-
tion as a sequence-to-sequence transformation problem and
demonstrated the superiority of representing constraints and
layouts as sequences. This motivates us to take the same
formulation and seek a way to represent combined and in-
complete constraints in Text-to-Layout as sequences. Third,
graphic designs are ubiquitous and their layouts are often
abundantly available [2, 22]. Though these layouts do not
have corresponding textual descriptions, their large quantity
and rich layout patterns are highly valuable for learning to
generate high-quality, diverse layouts, especially when only
scarce labeled data is available.

Motivated by the intuitions, we propose a two-stage
approach for Text-to-Layout, called parse-then-place (see
Figure 2). The approach introduces an intermediate repre-

sentation (IR) between text and layout to formally repre-
sent diverse layout constraints, such as element type, size,
and hierarchy. By introducing IR, our approach decom-
poses Text-to-Layout into two stages: parse and place. The
parse stage takes a textual description as input and outputs
IR. Since IR is a representation of layout constraints spec-
ified in the text, we formulate the parse stage as a natural
language understanding problem and finetune the T5 [29]
PLM to map the text to IR. The place stage generates lay-
outs according to the constraints stated in IR. Inspired by
UniLayout [15], we use a Transformer-based layout gener-
ation model and carefully design an input-output sequence
format to represent combined, incomplete constraints and
layouts. In addition, owing to the two-stage design of our
approach, we can leverage large-scale unlabeled layouts to
pretrain the layout generation model and then finetune it
with labeled data.

To evaluate our approach, we construct two Text-to-
Layout datasets: Web5K and RICO2.5K. Web5K targets
Web page layouts and contains 4,790 ⟨text,IR,layout⟩
samples, while RICO2.5K targets Android UI layouts and
includes 2,412 samples. The quantitative and qualitative
results on both datasets show that parse-then-place signifi-
cantly outperforms baseline approaches in terms of percep-
tual quality and consistency. We also conduct a user study
to evaluate our approach more comprehensively. Compared
to the baseline approaches, users find that our generated lay-
outs better match textual descriptions in 47.6% and 56.0%
of trials, and have higher quality in 52.2% and 62.5% of
trials in Web5K and RICO2.5K, respectively.

2. Related Work
Graphic layout generation. The automatic generation of
aesthetic layouts has fueled growing interest. Early work in
this field primarily studies unconditional layout generation
using advanced generative models, such as Generative ad-
versarial Network (GAN) [23] and Variational Autoencoder
(VAE) [1, 16, 38]. To enable more practical usages, re-
cent work explores conditional layout generation, where the
goal is to generate layouts conforming to certain constraints.
Li et al. [24] introduce a GAN-based approach to incorpo-
rate the meta attributes of elements, e.g., reading order, ex-
pected area, and aspect ratio, for layout generation. Jyothi et
al. [17] present LayoutVAE, a two-stage VAE-based frame-
work that generates layouts given a set of element types.
Lee et al. [21] propose Neural Design Network, a three-
stage VAE-based method that generates layouts based on a
set of elements and their partial geometric relations. Gupta
et al. [9] propose LayoutTransformer for layout comple-
tion. Given an initial layout with only one element, Lay-
outTransformer leverages self-attention to complete it au-
toregressively. Kong et al. [20] observe that LayoutTrans-
former’s pre-defined generation order hinders it from per-
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Figure 2. An illustration of our approach. We decompose Text-to-Layout into a parse stage and a place stage. The parse stage maps a
textual description into an intermediate representation (IR), in which implicit and vague constraints are transformed into explicit ones. The
place stage generates visually pleasing layouts according to the combined constraints. Meanwhile, the place stage completes reasonable
elements (the three images in the generated layout) automatically.

forming tasks where the constraints disagree with the pre-
defined order. To alleviate this issue, they report Bidirec-
tional Layout Transformer to generate layouts in a non-
autoregressive manner. The above work adopts customized
model architectures and optimization methods for different
conditional layout generation tasks. Jiang et al. [15] instead
propose UniLayout, which formulates conditional layout
generation as a sequence-to-sequence transformation prob-
lem and adopts the Transformer encoder-decoder architec-
ture to address it. They further design an input sequence for-
mat to represent diverse constraints in a unified way so that
the model can handle various tasks. Albeit effective, these
methods cannot be directly adopted to Text-to-Layout. On
the one hand, they all require explicit constraints as input,
but the constraints from text are implicit and vague. On the
other hand, they only tackle one certain kind of constraint at
a time, but the constraints from text are often combined and
incomplete, requiring an ability to take into consideration
various kinds of constraints. To bridge this gap, our ap-
proach’s parse stage transforms implicit constraints in the
text to explicit ones, and the place stage extends UniLayout
to enable layout generation conditioned on combined and
incomplete constraints.

Text-to-Layout in other scenarios. There has been several
attempts at using text as the guidance to create other types
of layouts. House Plan Generative Model (HPGM) is a pi-
oneering work on generating building layouts from textual
descriptions [4]. Given a description, HPGM first parses it
into a structural graph representation and then predicts room
attributes according to the graph. Tan et al. [35] study scene
layout generation from text and propose Text2Scene, an
end-to-end approach that sequentially generates objects and
their attributes. Radevski et al. [28] target the same problem
and present SR-BERT. It is built upon BERT [6], and it gen-
erates layouts in an iterative and non-autoregressive manner.
Hong et al. [12] introduce semantic layout generation from
text and regard it as an intermediate step for Text-to-Image.

Similarly, Huang and Canny [13] propose to generate sketch
layouts from text. They use the layouts as bottleneck rep-
resentations for Text-to-Sketch. These methods are highly
customized for their targeted scenarios. Adapting them to
graphic layouts is non-trivial and of inferior performance,
as shown in our experiments.

3. Methodology
In this section, we elaborate on our parse-then-place ap-

proach for generating a layout y from a textual description
x. As illustrated in Figure 2, our approach introduces an
intermediate representation (IR) and decomposes the gen-
eration into the following two stages:

1. Parse Stage: Translate the textual description x into
IR z. As IR is a formal representation of layout
constraints, we formulate this stage as a natural lan-
guage understanding problem and take advantage of
pretrained language models (PLM) to address it.

2. Place Stage: Generate a layout y conditioned on IR
z. We formulate this stage as a sequence-to-sequence
transformation problem and use a Transformer-based
layout generation model. To support combined and
incomplete constraints, we carefully design an input-
output sequence format to represent constraints and
layouts. In addition, we adopt a pretrain-then-finetune
strategy to improve the layout generation model with
large-scale unlabeled layout data.

In what follows, we first introduce the IR and then elab-
orate on the parse and place stages, respectively.

3.1. Intermediate Representation

As a bridge between text and layout, IR should meet the
following two requirements. (i) Expressiveness. IR should
be expressive to represent diverse user constraints on lay-
outs. Otherwise, the mapping from text to IR will incur
undesired information loss, and consequently, the gener-
ated layouts will fail to satisfy user constraints. (ii) For-
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# Textual Description Intermediate Representation

1 a news heading [e:title]
2 a news heading at the top [e:title [prop:position"top"]]
3 a brief news summary [e:description [prop:size"small"]]
4 3 news pieces. each has a title and summary [group [prop:repeat"3"] [item[e:title][e:description]]]

Table 1. Illustrative examples of intermediate representation.

malism. IR should have a good formalism so that existing
natural language understanding techniques can exhibit ac-
curate understanding performance. This is because previous
studies [8, 11] show that the formalism of formal languages
could significantly impact understanding performance.

To this end, we design an IR based on the above require-
ments. Table 1 shows 4 illustrative examples of our de-
signed IR. In our preliminary study on Text-to-Layout,1 we
found that users tend to describe layouts by specifying the
functional roles (Table 1 #1), positions (#2), sizes (#3), and
hierarchies (#4) of elements. Hence, our IR currently sup-
ports these constraints2. In terms of formalism, the IR fol-
lows the hierarchical representation scheme [10], which has
exhibited accurate understanding performance [32]. More
details and examples of the IR can be found in the appendix.

3.2. Parse Stage

The parse stage aims to map a description x to IR z,
so that implicit constraints in text are transformed into ex-
plicit constraints. We use T5 [29], a Transformer encoder-
decoder based PLM to address this natural language under-
standing problem. While T5 is pretrained on text data, it has
been shown to be effective at translating natural language to
formal language even in a low-data regime [37, 34]. Specif-
ically, the encoder takes a description x = {x1, · · · , xn}
as input, where xi is the i-th token in the description,
and it outputs the contextualized representations hx =
{hx

1 , · · · , hx
n}. Then the decoder autoregressively predicts

the tokens of IR Pθ (zj |z<j , x) by attending to previously
generated tokens z<j (via self-attention) and the encoder
outputs hx (via cross-attention). During training, we fine-
tune T5 parameters θ by minimizing the negative log-
likelihood of labeled IR z given input text x:

Lθ = − 1

|D|
∑

(x,z,y)∈D

|z|∑
j=1

logPθ(zj |z<j , x). (1)

3.3. Place Stage

The goal of the place stage is to generate a layout y
according to the combined constraints specified in IR z.
Inspired by UniLayout [15], we formulate this stage as

1We invited people without professional graphic design skills to de-
scribe a set of layouts and studied their descriptions’ characteristics.

2Notably, it is easy to extend the IR for other types of constraints.

a sequence-to-sequence transformation problem and adopt
a Transformer encoder-decoder based layout generation
model to solve it. Given an IR z, we first deterministically
transform it into a constraint sequence s = π(z). The model
then takes the sequence s as input and generates a layout
sequence y. The parameters ϕ of the model are trained to
minimize the negative log-likelihood of the layout sequence
y given constraint sequence s:

LFT
ϕ = − 1

|D|
∑

(x,z,y)∈D

|y|∑
j=1

logPϕ(yj |y<j , π(z)). (2)

To support combined and incomplete constraints, we care-
fully design the constraint and layout sequences, as intro-
duced below.
Constraint Sequence. To represent combined constraints,
we serialize each constraint as a sub-sequence and concate-
nate all of them in a certain order.

First, we divide layout constraints into the following two
categories, which have distinct characteristics and thus re-
quire different serialization strategies. (i) Pointwise con-
straint refers to the constraint specific to a single element.
The element type, position and size constraints in Figure 2
all fall into this category. (ii) Groupwise constraint denotes
the hierarchy between a group of elements. It includes con-
tainment (e.g., a toolbar with two icons and a textbox) and
arrangement (e.g., three news lists) relationships between
elements. It is worth noting that the layout constraints stud-
ied in prior work (see Section 2) are all within our consid-
eration.

For pointwise constraint, we denote it using a pre-
defined constraint token k ∈ Σ, where Σ is a vocabulary
that varies with different constraints (e.g., the vocabulary
for position constraint could be Σpos = {left, · · · , top}).
Multiple pointwise constraints on an element are repre-
sented as a concatenation of constraint tokens: Cpo =
{ktype kpos ksize}, where ktype, kpos and ksize are element
type, position and size constraints, respectively. For exam-
ple, we use image left large to express “a large image on the
left”. In terms of groupwise constraint, we take inspiration
from recent work that represents structural knowledge bases
(e.g., knowledge graph and table) as sequences [37, 25], and
use brackets to denote groups Cgp. For instance, the hier-
archy “a news piece with an image and a title at the top”
can be represented as [ image | title top ]. With these seri-
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alization strategies, we transform the combined constraints
into a sequence by sorting the sub-sequences in the alpha-
betic order of element types and concatenating them with a
separator |:

s =
{
Cpo

1 | · · · |Cpo
p |Cgp

1 | · · · |Cgp
q

}
.

We provide some examples of constraint sequences in the
appendix. Since IR is a formal language, it can be determin-
istically translated into corresponding constraint sequences.
Layout Sequence. To facilitate the model learning to com-
plete omitted elements given incomplete constraints, we in-
troduce a categorical attribute a ∈ {complete, null} for each
element to indicate whether it is auto-completed or not. It
helps the model better distinguish the auto-completed ele-
ments. Each element ei now has 6 attributes, including the
newly-introduced attribute ai, element type ci, left coordi-
nate li, top coordinate ti, width wi and height hi. Following
previous work [15, 9, 20], we represent an element as a se-
quence with 6 discrete tokens ei = {aicilitiwihi}, in which
the continuous attributes li, ti, wi and hi are discretized into
integers between [0, nbins − 1]. Then, we represent a lay-
out by sorting all the elements in the alphabetic order and
concatenating all their tokens using a separator |:

y = {a1c1l1t1w1h1| · · · |amcmlmtmwmhm} .

Exploiting Unlabeled Layouts. Learning to generate high-
quality, diverse layouts from combined, incomplete con-
straints is challenging, especially when only a small vol-
ume of labeled data is available. But fortunately, graphic
layouts are easily accessible in the wild. Though they do
not have corresponding textual descriptions, their wealthy
layout patterns are tremendously helpful for acquiring lay-
out generation skills. Therefore, we attempt to pretrain the
layout generation model with large-scale unlabeled layouts,
and then finetune it with labeled data.

For pretraining, we curate a synthetic dataset Ds =

{(ẑi, yi)}|Ds|
i from unlabeled layouts, where IR ẑi is syn-

thesized from layout yi, and we use it to pretrain the model:

LPT
ϕ = − 1

|Ds|
∑

(ẑ,y)∈Ds

|y|∑
j=1

logPϕ(yj |y<j , π(ẑ)). (3)

This dataset is built upon the layout’s structural nature,
making it feasible to extract desired constraints from un-
labeled layouts through some heuristic rules. For example,
we can infer position constraints from the position property
of elements in the layout source code. In addition, the hi-
erarchical characteristics of source code also facilitate the
extraction of hierarchy constraints. With these constraints,
we can synthesize an IR from a layout and then build the
synthetic dataset. The details of IR synthesis are given in
the appendix.

After pretraining, we finetune the model with labeled
data (see Equation 2) to close the distribution gap between
synthetic and labeled data. There are two main reasons for
this gap. First, the characteristics of elements that are com-
monly omitted by users cannot be perfectly described in the
synthesized IR. Second, position and size constraints are
somewhat subjective, so there is an inevitable gap between
the constraints extracted by rules and human perception.

3.4. Inference

At inference time, our approach can generate multiple
layouts for a textual description. The parse stage takes as
input a description and generates an IR with the largest like-
lihood (argmax sampling). The place stage deterministi-
cally transforms the IR into a constraint sequence and gen-
erates multiple layouts via Top-K sampling, which samples
the next token from the top k most probable choices [7].

4. Experiments
4.1. Setups

Datasets. We conduct experiments on two graphic lay-
out datasets, including RICO [5] and WebUI. RICO is a
public dataset of Android UI layouts without textual de-
scriptions. As introduced in Section 3, our method uses
⟨text,IR⟩ labeled data during the parse stage. In the
place stage, it uses unlabeled layout data for pretrain-
ing and ⟨IR,layout⟩ labeled data for finetuning. Thus,
we labeled 2,412 ⟨text,IR,layout⟩ triplets (denoted as
RICO2.5K) for the RICO dataset, and left the other 40k lay-
outs in the dataset as unlabeled data (denoted as RICO40K).
WebUI is a dataset of web UI layouts crawled from the In-
ternet by ourselves. Similarly, we labeled 4,790 data (de-
noted as Web5K) and left 1.5 million layouts as unlabeled
data (denoted as Web1.5M). Moreover, we split the labeled
data (i.e., RICO2.5K and Web5K) into training, validation
and test sets by ratios of 80%, 10% and 10%.

Specifically, to ensure the coverage and quality of the la-
beled datasets, we create them by following steps: 1) sam-
pling from the original unlabeled set, 2) training annotators,
3) labeling the data by annotators, and 4) examining anno-
tation quality by experts. Please see the appendix for exam-
ples of labeled data and details of the annotation process.
Baselines. While there is no existing work in our scenario
(i.e., graphic layouts), there are strong methods in relevant
scenarios (e.g., scenes). We adapt them as our baselines.
MockUp [14] encodes a description with BERT [6] and
adopts Transformer decoder to generate a layout autore-
gressively. Text2Scene [35] leverages an RNN-based text
encoder to encode a description, and recursively predicts
the next element in a layout and its corresponding bound-
ing box by the proposed convolutional recurrent module.
SR-BERT [28] first obtains a description’s contextual rep-
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WebUI

Method FID ↓ Align. ↓ Overlap ↓ mIoU ↑ UM ↑ Type Cons. ↑ Pos & Size Cons. ↑ Hierarchy Cons. ↑

Mockup [14] 37.0123 0.0059 0.4348 0.1927 0.4299 0.6851 0.5508 -
Text2Scene [35] 27.1612 0.0042 0.4455 0.1899 0.4164 0.7515 0.5377 -
SR-BERT [28] 10.1640 0.0032 0.6501 0.2322 0.4127 0.8551 0.6423 -
Ours 2.9592 0.0008 0.1380 0.6841 0.5080 0.8864 0.8086 0.4622

Real data - 0.0007 0.1343 - - - - -

RICO

Method FID ↓ Align. ↓ Overlap ↓ mIoU ↑ UM ↑ Type Cons. ↑ Pos & Size Cons. ↑ Hierarchy Cons. ↑

Mockup [14] 29.5170 0.0096 0.5416 0.1868 0.2892 0.7548 0.5724 -
Text2Scene [35] 23.4324 0.0072 0.4558 0.1972 0.3512 0.8093 0.6061 -
SR-BERT [28] 13.1268 0.0055 0.6373 0.2927 0.3306 0.9295 0.6425 -
Ours 4.9256 0.0015 0.2918 0.5267 0.3661 0.9539 0.7145 0.7841

Real data - 0.0029 0.2714 - - - - -

Table 2. Quantitative results. The perceptual quality of generated layouts is measured in columns 2-6. The consistency between the
generated layout and the description is measured in columns 7-9, including Type Cons., Pos & Size Cons. and Hierarchy Cons.

resentations from BERT, and then generates a layout in an
iterative and non-autoregressive manner. They all require
the description and layout pairs as the training data.
Evaluation Metrics. We evaluate generation performance
from two aspects. The first aspect is the perceptual quality,
reflecting whether the generated layout looks aesthetically
pleasing and diverse. Following previous work, we con-
sider five metrics. Fréchet Inception Distance (FID) [18]
measures the distance between the distribution of gener-
ated layouts and that of real layouts, which reflects both
aesthetic quality and diversity. Alignment (Align.) [24] in-
dicates whether elements in the generated layout are well-
aligned. Overlap [24] measures the overlap area between
two arbitrary elements in the generated layout. Maximum
IoU (mIoU) [18] measures the maximum IoU between the
elements in the generated layout and those in the real lay-
out. Align., Overlap and mIoU mainly measure aesthetic
quality. Unique Match (UM) [1] uses DocSim [27] to re-
trieve the most similar layout from the training set for each
generated layout and then computes the ratio of the number
of distinct retrieved layouts to the total number of generated
layouts. It mainly indicates diversity.

The second aspect is the consistency, reflecting whether
the generated layout matches the description. We measure
it by the satisfaction rate of constraints [21]. Specifically,
we subdivide the constraints into three groups based on the
discussion in Section 3.1 and compute the satisfaction rate
for each of them, denoted as Type Consistency, Position &
Size Consistency and Hierarchy Consistency3 respectively.
Implementation Details. Our approach is implemented
with PyTorch [26] and Huggingface [36]. In the parse stage,
we use T5-base. In the place stage, the layout generation

3Hierarchy Consistency is only computed in our method since hierar-
chies are hard to parse from the layouts generated by baseline methods.

model has 12 encoder layers and 12 decoder layers. The
hidden dimension is set to 768, and the number of attention
heads is set to 8. All the models are optimized with Adam
optimizer [19] on NVIDIA V100 GPUs. The layouts in We-
bUI and RICO are proportionally scaled to 120 × 120 and
144× 256 respectively. See the appendix for more details.

4.2. Main Results

Quantitative Analysis. Table 2 shows the quantitative re-
sults. Our method significantly outperforms the baselines
on all metrics, indicating that it can generate layouts that are
more visually pleasing and consistent with the descriptions.
Moreover, our method can generate layouts with similar or
even better Align. and Overlap compared to real data.
Qualitative Analysis. Figure 3 and Figure 4 show qualita-
tive results. The results demonstrate that the layouts from
our approach are of high quality, while the layouts from
baselines frequently contain misalignment, incorrect over-
lap, and weird spacing. Besides, the layouts from our ap-
proach are more consistent with the descriptions. For ex-
ample, in case 2 of Figure 3, the baselines fail to generate
five links, while our approach succeeds. Our approach can
also complete omitted yet important elements. For exam-
ple, in case 1 of Figure 3, it completes a background image,
which is common on web pages. Figure 4 shows qualitative
results for layout diversity, where each method generates
four layouts for each description. The results indicate that
our approach can generate diverse layouts with rich patterns
and high quality, while other methods either suffer from un-
satisfactory quality or homogeneous layout designs. For
example, in case 1 of Figure 4, the eight groups are ar-
ranged in different ways by our approach. However, in SR-
BERT, they are all arranged in a two-column manner with
misalignment and incorrect overlap.
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Text2Scene SR-BERT Ours GT

Case 1: A page for borrowing personal loans. There need to 
be two textboxes introducing the service. There should be two 
buttons for using the service, one for personal loans and the 
other for credit card services.

Text2Scene SR-BERT Ours GT

Case 2: A header page of NFO for users to get information. 
The page should include the logo of NFO and five links, 
including "TERMS & CONDITIONS",  "PRIVACY 
POLICY", "CASTING", "WEBMASTER", and "APPAREL".

Text2Scene SR-BERT Ours GT

Case 3: A page showing the homepage of a company’s 
website. There are five categories of items, with each 
representing a set of information. Each category consists of 
several links for more info. 

Case 4: A page to introduce the company General Dynamics. 
On the page, there should contain a slogan and a text box to 
have a brief introduction to the GD. Besides, there should be a 
text button that the user can click it to know more about GD. 
There should be an image of the topic.

Case 5: A page for publicity attractions. There should be one 
title "Get beneath the surface of these destinations". Six 
images are used to show the scenic pics and each of them 
includes one label showing the spot name.

Case 6: A page for introducing the service provided by a 
website. The page should have three groups of information 
sets: "Web", "Social Media", and "Building". Each group 
should include a small image, a title, a further introduction, 
and a link "READ MORE" for more info by clicking it.

Case 7: A page showing the history of barcodes scanned. 
There is a long toolbar with two icons and a small text inside 
at the top of the page. Under the toolbar, there is a long list 
item with two long texts in it. They show the result of the 
barcodes recorded. At the bottom, there is a long web view.

Case 8: A page to start the app let's do eat. On the top, there is 
a big image. In the middle of the page, there are two entries of 
texts introducing the app briefly. At the button of the page, 
there is two text buttons side by side used to skip the page or 
start the app.

Case 9: A page to log in for an app. On the top, there is a 
toolbar with an icon on the left and a small text in the middle. 
Below is an image with one text. Below them is an input used 
to enter the verification code. Below is a text button used to 
resent the code. At the bottom, there is a text button for login.

Case 10: A page of some functions when using an app. On the 
top of the page, there are four icons. Below them are six text 
buttons for different functions.

Case 11: The page is used for choosing the user's city. There 
is a toolbar within an icon and a text on the top of the page. 
Below the toolbar are 13 entries of text to choose the city, line 
by line.

Case 12: This is a page for the photos. On the top, there is a 
toolbar with one text. Below, there is a background image that 
occupies most of the page with two text buttons for users to 
cancel or done.
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Figure 3. Qualitative comparison with the best two baselines (zoom-in for better view). The real layout corresponding to the description is
denoted as GT. The generated layout does not have to be the same as GT, as long as it is visually pleasing and matches the description.

Dataset Method Perceptual Quality ↑ Consistency ↑

WebUI
Text2Scene 0.226 0.250
SR-BERT 0.252 0.274

Ours 0.522 0.476

RICO
Text2Scene 0.170 0.200
SR-BERT 0.205 0.240

Ours 0.625 0.560

Table 3. Results of user study. For each model, we count how
many people prefer the layouts it generates.

User Study. In the user study, we compare with the best two
baselines (measured by quantitative metrics), SR-BERT and
Text2Scene. For each method, we randomly sample 500
and 200 generated layouts on WebUI and RICO test sets, re-
spectively. Then, we invite 7 participants to the study. Each
participant is asked to evaluate 100 groups, each group con-
taining a description and three layouts generated by differ-
ent models. They need to answer two questions: 1) which
layout has the best perceptual quality, and 2) which layout
is the most consistent with the description. Table 3 shows
the results. Our approach surpasses the baselines in both
perceptual quality and consistency.

Dataset Random Initialization T5 Initialization

WebUI 35.5% 76.2%
RICO 9.9% 56.6%

Table 4. IR accuracy in the parse stage.

4.3. Ablation Studies

Our parse stage utilizes a pretrained language model. To
understand its effect, we compare the performance of the
network initialized by T5 pretrained weights and the same
network initialized randomly. To avoid the influence of the
place stage, we only evaluate the performance of the parse
stage. We use IR accuracy as the metric, where a predicted
IR is considered correct if all its constraints are the same
as those of the golden IR. Table 4 shows the results. On
both datasets, IR accuracy improves significantly with T5
pretrained weights initialization. This suggests that PLM
offers great help in transforming implicit constraints in the
text into explicit ones.

To study the effect of unlabeled data used in the place
stage, we conduct experiments on various volumes of unla-
beled layouts: 0, 50K, 250K, 500K, 1M and 1.5M (ours).
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I Case 1: A page for introducing a phone system to users. There should be one title named "Everything your team needs from a phone system" on the top and eight groups under it. 
Each group contains one icon, one title such as "Local and toll-free", "Texting", and "Call transfer", and a brief description under it.

Case 2: A page for marketing a website. The page should have the title "Consumer Insights and Audiences", a further description, and a link "Read more" for the user to read more 
info by clicking it. Then it will be better to have an image of the topic.

Case 3: This page is used for searching for bookings. On the top, there is one toolbar with two images and one text in it. Below are one text and three inputs where users can input 
the confirmation number, passenger's first name, and passenger's last name. Below them is one text button where users can continue to add services.

Case 4: A page for users to set a new keyboard. There are two images in the upper of the page. Below them, there is a text, a text button for enabling this keyboard as a new 
keyboard, and an image.

Figure 4. Qualitative comparison of layout diversity with the best two baselines. We show four layouts for each description.

FID ↓ Align. ↓ Overlap ↓ mIoU ↑ UM ↑ Type Cons. ↑ Pos & Size Cons. ↑ Hierarchy Cons. ↑

0 (w/o pretrain) 3.8141 0.0010 0.2453 0.5773 0.6304 0.8727 0.7737 0.4447
50K 3.3341 0.0009 0.1792 0.6623 0.5191 0.8863 0.8114 0.4155
250K 3.2846 0.0009 0.1597 0.6783 0.5055 0.8844 0.8229 0.4480
500K 3.1259 0.0009 0.1400 0.6843 0.4998 0.8780 0.8086 0.4291
1M 2.9408 0.0008 0.1504 0.6836 0.4776 0.8837 0.8103 0.4339

1.5M (Ours) 2.9592 0.0008 0.1380 0.6841 0.5080 0.8864 0.8086 0.4622
w/o two stages 4.3163 0.0010 0.3010 0.3168 0.5236 0.8620 0.7691 0.4350
w/ golden IR 2.6555 0.0008 0.1301 0.6866 0.5047 0.9532 0.8286 0.5058

Table 5. Ablation studies on WebUI.

Table 5 shows the results. Without using any unlabeled lay-
out, our approach already outperforms all baselines (see Ta-
ble 2) on every metric, suggesting that our overall algorithm
design is very effective. When more unlabeled layouts are
used, the performance is further boosted, especially on per-
ceptual quality metrics (such as FID, Overlap and mIoU),
indicating that the rich patterns of unlabeled layouts indeed
improve generation skills.

Moreover, since we represent the layouts as sequences, it
is feasible to train an end-to-end model using the description
and layout pairs. Specifically, we finetune T5 on Web5K
(denoted as w/o two stages). The results show that the end-
to-end variant performs worse than our method under the
same condition (w/o pretrain), again confirming the effec-
tiveness of our method. Finally, we input the golden IR into
the place stage (denoted as w/ golden IR) to study the effect
of the parse stage on the overall approach performance. We
see that almost all metrics are significantly improved in this
setting. This leads us to believe that utilizing more powerful

PLM can further boost the performance of our approach.

5. Conclusion
In this work, we propose to use text as guidance to cre-

ate graphic layouts, i.e., Text-to-Layout. To tackle this chal-
lenging task, we present a two-stage approach, parse-then-
place. It introduces an intermediate representation between
text and layout to decompose the problem into a parse and
place stage. Experiments demonstrate the effectiveness of
our approach. However, our approach still has some limita-
tions. First, it does not perform as well on some high-level
descriptions (e.g., a layout exhibiting products) as on de-
tailed descriptions in the datasets. Second, it currently does
not support arbitrarily nested hierarchy constraints (e.g., a
modal with three list items, each containing two texts). In
the future, we plan to generalize our approach to more types
of graphic design. We will also investigate how to extend
our intermediate representation to support user constraints
in other modalities, e.g., images.
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