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Abstract

Rotation estimation of high precision from an RGB-D
object observation is a huge challenge in 6D object pose es-
timation, due to the difficulty of learning in the non-linear
space of SO(3). In this paper, we propose a novel rota-
tion estimation network, termed as VI-Net, to make the task
easier by decoupling the rotation as the combination of a
viewpoint rotation and an in-plane rotation. More specifi-
cally, VI-Net bases the feature learning on the sphere with
two individual branches for the estimates of two factorized
rotations, where a V-Branch is employed to learn the view-
point rotation via binary classification on the spherical sig-
nals, while another I-Branch is used to estimate the in-plane
rotation by transforming the signals to view from the zenith
direction. To process the spherical signals, a Spherical Fea-
ture Pyramid Network is constructed based on a novel de-
sign of SPAtial Spherical Convolution (SPA-SConv), which
settles the boundary problem of spherical signals via fea-
ture padding and realizes viewpoint-equivariant feature ex-
traction by symmetric convolutional operations. We apply
the proposed VI-Net to the challenging task of category-
level 6D object pose estimation for predicting the poses
of unknown objects without available CAD models; exper-
iments on the benchmarking datasets confirm the efficacy
of our method, which outperforms the existing ones with a
large margin in the regime of high precision.

1. Introduction

The task of 6D object pose estimation [35, 30, 13, 16, 31]
from an RGB-D object observation is to learn the trans-
formation from the canonical object system to the camera
system, represented by a 3D rotation R € SO(3) and a
3D translation ¢ € R3. It is demanded in many real-world
applications, such as robotic grasping [34, 24], augmented
reality [1], and autonomous driving [15, 33, 6, 7].
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Figure 1. An illustration of the factorization of rotation R into
a viewpoint (out-of-plane) rotation R, and an in-plane rotation
R;, (around Z-axis). Notations are explained in Sec. 3.

For the 6D object pose, translation is easier to be esti-
mated, e.g., initialized as the centroid of the object points,
while learning rotation in the whole space of SO(3) is more
challenging due to the non-linearity of SO(3). Things be-
come more complicated when estimating rotations of un-
known objects without available CAD models. Taking the
task of category-level 6D object pose estimation as an ex-
ample, one typical way [31, 28, 32, 4] is to learn the cor-
respondence between the camera system and the canonical
one to solve the poses via Umeyama algorithm[29], with the
surrogate objectives of canonical coordinates rather than the
true ones of object poses. Another strategy is to learn in the
SO(3) space with rotation-aware features extracted from
specially designed encoders, e.g., 3D Graph Convolutional
(3DGC) autoencoder [5], Spherical CNN (in the spectral
domain) [9, 20], and 3D Steerable CNN [18], whose re-
sults, however, are less satisfactory than those based on cor-
respondence learning.

Recently, OVE6D [3] narrows the learning space of rota-
tion R by factorizing it, as shown in Fig. 1, into a viewpoint
rotation R, and an in-plane rotation R;,, around the canon-
ical zenith direction (the positive direction of Z-axis in Fig.
1), and renders images of object CAD models with various
of discrete rotations to construct the codebook for viewpoint
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rotation retrieval. However, object CAD models are often
not available in real-world applications for rendering, e.g.,
on the focused task of category-level 6D object pose esti-
mation. In this paper, we correlate the factorized rotations
to the sphere, and propose a new method of VI-Net, which
employs two carefully designed heads of V-Branch and I-
Branch to estimate R,, and R;,, respectively, based on
spherical representations with no use of object CAD mod-
els; Fig. 2 gives an illustration of VI-Net.

Specifically, given an object observation (centered at the
origin with known translation), VI-Net processes its point-
wise attributes as the signals assigned on the sphere, rep-
resented as a 2D spherical map, and constructs a Spheri-
cal Feature Pyramid Network (FPN) to extract high-level
spherical features along hierarchy; on top of the Spherical
FPN, two individual heads of V-Branch and I-Branch are
employed to learn the viewpoint rotation R, and the in-
plane rotation R;), respectively. For V-Branch, R, is gen-
erated by learning the intersection point of the canonical
zenith direction with the unit sphere, which is recognized
via binary classification on the high-level spherical feature
map. For I-Branch, VI-Net rotates the object through the
transformation of its spherical feature map with R,,, and
could thus estimate RR;, from the perspective of the canon-
ical zenith direction. Finally, the rotation R is given as the
multiplication of R, and R;,,.

Another problem is how to build the Spherical FPN. For
convenience, the spherical signals are processed in the form
of representations with regular 2D spatial sizes, which yet
results in the boundary problem. We thus propose in this pa-
per a novel design of SPAtial Spherical Convolution, termed
as SPA-SConv, which settles the above problem via sim-
ple feature padding, and furthermore, extracts viewpoint-
equivariant features through symmetric convolutional op-
erations to support the feature transformation in I-Branch.
Our SPA-SConv could be flexibly adapted to the existing
convolutional architectures by replacing the convolutions,
and we thus construct the spherical version of FPN [21].

To confirm the efficacy of our VI-Net on rotation estima-
tion, we apply it to the challenging task of category-level 6D
object pose estimation. Experiments are conducted on the
benchmarking REAL275 dataset [3 1], which show that our
method outperforms the existing ones with a large margin in
the regime of high precision, e.g., an improvement of 4.0%
on the metric of 5°2cm over the state-of-the-art method of
DPDN [19]. Ablation studies also confirm the efficacy of
our novel designs.

2. Related Work
2.1. Category-level 6D Object Pose Estimation

The task of category-level 6D object pose estimation is
introduced in [31] to estimate the 6D pose and size of un-

seen objects within certain categories, and could be catego-
rized into two groups, including those based on correspon-
dence learning and those based on direct regression.
Methods Based on Correspondence Learning This group
of methods first learn the points in the canonical space to
align with the observations, and then obtain the object poses
from the correspondence via solving of Umeyama algo-
rithm [29]. NOCS [31] regresses the canonical point coor-
dinates directly from an RGB image via MaskRCNN [1 1],
while SPD [28] learns to deform the categorical shape pri-
ors to improve the qualities of canonical points. The latter
realizes better correspondence by taking the advantage of
shape priors, and attracts the followers to embark on this
path. For example, CR-Net [32] models the relationship be-
tween the observations and the shape priors, and iteratively
refines the shape deformations, while SGPA [4] proposes a
structured-guided prior adaptation scheme via transformers.
Methods Based on Direct Regression Most methods
of this group directly regress the object poses from the
rotation-aware features via specially designed network
architectures.  DualPoseNet [20] employs the SO(3)-
equivariant spherical convolutions for the extraction of the
global pose-sensitive features, on top of which two pose
decoders with different working mechanisms are designed
for complementary supervision. 3D Steerable Convolutions
are proposed in [ 18] for S F(3)-equivariant feature learning,
and successfully applied to this task. Both FS-Net [5] and
GPV-Pose [8] construct their encoders based on 3D Graph
Convolutions (3DGC), from which two perpendicular vec-
tors of rotation are directly regressed; we note that they also
decouple the rotation to reduce the learning space, but do
not well exploit the properties of the perpendicular vectors
for easier learning. Recently, DPDN [19] borrows the idea
of correspondence learning to deform the features of shape
priors, and builds correspondence in the feature space for
direct estimates of object poses.

2.2. Convolutions on Spherical Representations

The early works [27, 2, 38] of convolutions, defined
on spherical representations, consider less about the prop-
erties of equivariance, which, yet, are important for rota-
tion estimation. Then Esteves et al. propose a design of
spherical convolution [9] implemented in the spectral do-
main to learn features with strict SO(3)-equivariant con-
straints, which is used in [20] for pose estimation and most
related to our SPA-SConv; to distinguish two kinds of con-
volutions, we term their design as SPE-SConv. In our VI-
Net, SO(3)-equivariance of SPE-SConv makes the individ-
ual feature points not discriminative to support the binary
classification for generating the viewpoint rotation, even re-
sulting in gradient exploding; our SPA-SConv relaxes the
constraints while preserving viewpoint-equivariance, which
could jointly support the binary classification in V-Branch
and the feature transformation in I-Branch.
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3. Correlation on the Sphere and Rotation De-
composition

A rotation R € SO(3) could be defined as the trans-
formation between two Euclidean coordinate systems with
the same origins, e.g., from the canonical XY Z system to
the observed X'Y’Z’ one in Fig. 1. One can determine it
with the positive direction of Z-axis in X'Y'Z’ system (the
canonical zenith direction of the XY Z system) and the in-
plane rotation angle § € [0, 27| around the Z-axis, which
is exactly the decomposition of R as multiplication of an
out-of-plane (viewpoint) rotation R,,;, and a 2D in-plane ro-
tation Ry, [3]:

R—=R,,R,, )
with
cosf —sinf8 0
R;,=Rz(3) = [sinf cosfB O0Of. 2)
0 0 1

In the X'Y'Z’ system, let v be the final column of the
3 x 3 rotation matrix R, which is a unit vector ending at the
point (v, vy, v,) on a unit sphere S?; the direction of v is
aligned with the zenith direction of XY Z system. Trans-
forming the X'Y’Z’ system to spherical coordinate sys-
tem, we have the spherical coordinate (r, ¢, 8) of the point
(vz, vy, V) as follows:

r=1
p = arctan(v, /v,) , 3)

6§ = arccos(vy /1)

where ¢ € [0,27] and 6 € [0, 7] are the azimuthal and
inclination angles, respectively. Then we can compute R,
as follows:

Rvp :RZ(@)RY (0)

cosp —sing 0 cos 0 sinf
=|sing cosp Of X 0 1 0
0 0 1 —sinf 0 cosé
“)

Combining (4) and (2), we can find that the rotation decom-
position R = R, R;;, is consistent with the parameteriza-
tion of R with ZY Z-Euler angles ¢, 6 and 3.

Motivated by the correlation on the sphere and rotation
decomposition, we thus propose in this paper to base the
feature learning on the sphere and decouple the estimation
of R, with no use of object CAD models, into two parts:

* Searching on the sphere for the point (v, vy, v;) to
obtain the angles ¢ and 6, which jointly give the view-
point rotation R,;

* Aligning Z’-axis with Z-axis by R,,, to view from the
canonical zenith direction with fewer learning patterns,
and then regressing the in-plane rotation R;;,.

4. VI-Net for Rotation Estimation

According to the discussion in Sec. 3, we propose VI-
Net for the estimation of rotation R, as shown in Fig. 2.
Specifically, given a point set P of a target object, spherical
input signals (Sec. 4.1) are generated for the extraction of
high-level viewpoint-equivariant spherical features S via a
Spherical Feature Pyramid Network (Sec. 4.2); on top of S,
VI-Net decouples the rotation estimation into two branches:
the V-Branch learns the viewpoint rotation R,,;, via binary
classification on each sampled grid of the sphere (Sec. 4.3),
while the I-Branch estimates the in-plane rotation R;;, by
transforming S to view the object from the canonical zenith
direction (Sec. 4.4); finally, the rotation R is given out as
the multiplication of R,, and R;,. We also provide the
training objective in Sec. 4.5.

4.1. Conversion as Spherical Representations

Given a point set P € RY*3 with its point-wise at-
tributes F € RNx*Co (e.g., radial distance, RGB values,
surface normal, ezc.), we firstly follow [9, 20] to generate
the feature map Sy € RC0*HoxWo defined on the sphere,
where N, Hy x Wy and Cj are the point number, the
spherical sampling resolution, and attribute dimension (e.g.,
Cp = 1 for radial distance and Cy = 3 for RGB values or
surface normal), respectively.

More specifically, we firstly divide, in the spherical co-
ordinate system, W, and H; bins uniformly along the
azimuthal and inclination axes, respectively, resulting in
Hy x Wy regions in the space (c.f. Fig. 3). Within the
region indexed by (h,w), we search for the point with the

largest radial distance, denoted as p,’fff and set So(h, w) =

max.

firer € F, which corresponds to pja”; if there is no point
in the region, we set So(h, w) = 0.

4.2. Spherical Feature Pyramid Network

To process the spherical input Sy and model the relation-
ship on the sphere, we construct a Feature Pyramid Net-
work (FPN) [21] with ResNet18[12] by replacing the con-
ventional 2D convolutions with our newly designed SPA-
tial Spherical Convolutions (SPA-SConvs), giving out the
high-level semantic spherical feature map S € RE*HxW
SPA-SConv is proposed to effectively extract the viewpoint-
equivariant spherical features with feature padding and
symmetric convolutional operations; we will detail the de-
sign of SPA-SConv in Sec. 5.

For the setting of multiple input signals, e.g., two of Sél)
and Séz), we employ multiple spherical ResNets to process
them individually, and concatenate their features at each
stage of ResNets for feature fusion before feeding them into
the top-down pathway in FPN; Fig. 2 gives the illustration.
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Figure 2. An illustration of VI-Net for rotation estimation. We firstly construct a Spherical Feature Pyramid Network based on spatial
spherical convolutions (SPA-SConv) to exact the high-level spherical feature map S. On top of S, a V-Branch is employed to search the
canonical zenith direction on the sphere via binary classification for the generation of the viewpoint rotation R, while another I-Branch
is used to estimate the in-plane rotation R;, by transforming S to view the object from the canonical zenith direction. Finally we have

R = R,, R;;,. Best view in the electronic version.

4.3. V-Branch

Given the spherical feature map S, a simple solution to
obtain the viewpoint rotation R,,, is first applying a con-
volution with a big kernel size (e.g., I x W) for a global
feature and then directly regressing, as done in [20], which
is yet required to handle the global relationship on the whole
sphere with huge parameters. To ease this problem, we de-
sign the V-Branch to search on the sphere for the canonical
zenith direction via binary classification.

Consider the spherical feature map S € as
HW spherical anchors. Instead of classifying all of them,
we propose to make the task easier by further decoupling it
into two sub-tasks, e.g., separate classifications on the az-
imuthal angle ¢ and the inclination angle 6, which also ef-
fectively alleviate the severe imbalance on the ratio of pos-
itive and negative spherical anchors (1 : HW — 1). Fig. 2
gives the illustration of the V-Branch.

More specifically, we lift the feature channels of S with
a two-layer MLP to yield S,, € RE»*HxW _ For the
learning of azimuthal angle ¢, we max-pool S,,, along the
dimension of inclination, giving F, € RE»*W which
is fed into another MLP to generate the probability map
V., € RW of W azimuthal anchors. Each element of ),
indicates the possibility of the anchor being the target. De-
noting the index of the element with maximum probability
as Wyaz, then we have

RCXHXW

© = (Wmax + 0.5)/W - 27 5)

Similarly for the inclination angle #, we max-pool S,
along the dimension of azimuth to have 7y € R¢»*H and
generate the probability map )y € R via an MLP. Then 6
could be computed as follows:

0 = (hmaz +0.5)/H -, ©6)
where h,,q. 1s the index of the element with maximum
value in ). Finally, combining (5), (6) and (4), we obtain
the viewpoint rotation R,, = Rz (¢)Ry ().

4.4. I-Branch

With the viewpoint rotation R,,, we propose the I-
Branch to learn the in-plane rotation R;, by viewing the
object from the canonical zenith direction to reduce the dif-
ficulty of learning, since R;, is rather sensitive to R,,,.
The first step is to construct a new spherical feature map
Sip € ROIXW after rotating the observed system by R,,,
to align the zenith directions of both systems, e.g., aligning
the Z-axis in XY Z system with the Z’-axis in X'Y’ Z’ sys-
tem (c.f. Fig. 1). The viewpoint-equivariance of S makes it
possible to realize the transformation in the feature space to
obtain S;p.

For a regular spherical map with resolution of H x W,
we denote the center points of all HW discrete anchors as
apoint set G = {g}. When we rotate the point set P = {p}
with R, to be P’ = {p’} = {R] p}, the anchor points of
S are also rotated to be G’ = {g'} = {R] g}: we denote
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the feature of g’ as S9'. To view an object from the canoni-
cal zenith direction, a new regular spherical feature map S;,,
should be constructed for the transformed P’, based on the
anchor points G with canonical orders. For S;,, we generate
its feature on each anchor point g, denoted as Sigp, from S
by using the weighted interpolation of point features [26] as

follows: . ,
" ;S
59, = 2z WS (7)
P ko
Dimy @i
where a; = To=gT% ’||2 is the welght for interpolation mea-

sured by point distance, and {g.}*
points of g.

After the feature transformation from S to S;;, via (7), we
use several stacked strided convolutions to reduce the reso-
lution of S;;, and extract a global feature for the regression
of R;y; Fig. 2 also gives the illustration. The continuous
6D representation of rotation [39] is used as the output of
regression, and then transformed to the rotation matrix R;,,.
We note that R;;, here is not restricted to have only one
degree-of-freedom (i.e., the angle § in (2)), and is learned
in SO(3) instead as the combination of the residual view-
point rotation and the exact in-plane rotation, since R,
generated by V-Branch is a coarse prediction of the exact
viewpoint rotation with discretized azimuthal and inclina-
tion angles.

4.5. Training of VI-Net

", C @' is the k nearest

For V-Branch, we use focal loss [22] on top Aof two bi-
nary classifiers, given the ground truth labels J, € RW
and Yy € R, as follows:

Lop =Drr(Vo, Vo) + Drr(Ve, Vo), (8)
where
1 M
Dri(V.Y) = 57 > —o(l = i) log(yis). )
z:l
and
o y, if gi=1
with Y = {y;}M, and Y = {; € {0,1}}M,. ais the

weighting factor, and ~ denotes the exponent of the modu-
lating factor.

Given the ground truth rotation R, we supervise the final
prediction R = R,, R, on top of the I-Branch as follows:

Lip =R~ R|| = ||RupRiy — RI|. (11)

Combining (8) and (11) gives the following optimization
problem to train our VI-Net:

min £ = Ly + ALyyp, (12)

where ) is the balanced parameter.
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Figure 3. An illustration of the feature padding in SPA-SConv.
Best view in the electronic version.

5. Spatial Spherical Convolution

We base the feature learning on the sphere for rotation
estimation by building the signals as spherical feature maps
with regular 2D spatial sizes. Such representations make
it possible to process spherical signals via 2D convolu-
tions. However, directly applying 2D convolutions could
not realize continuous feature learning on the sphere, re-
sulting in the boundary problem; for example, Sy(h, 1) has
a long distance to So(h, W) on the feature map Sy with-
out connection, but their regions border on the sphere ac-
tually. Besides, to support the feature transformation in I-
Branch for viewing from the zenith direction, convolutions
forming the backbone are also required to be viewpoint-
equivariant. To settle the above issues, we propose a novel
SPAtial Spherical Convolution, shortened as SPA-SConv,
to extract viewpoint-equivariant features continuously on
the sphere, which could be flexibly adapted into existing
convolutional network architectures, e.g., FPN in Sec. 4.2.

Given the input spherical feature map S; € R *HixWi

and the parameters w.r.t. convolution (e.g., the kernel size
K, stride s, the number of output channels Cj,1), we im-
plement our SPA-SConv in two steps, including 1) padding
S to 8P e ROXHIA2P)X(Wit2P) with p = (K —
1)/2, and 2) applying symmetric convolutional opera-
tions to Slp ad, based on conventional 2D convolution with
no padding, to generate the output spherical feature map

Sip1 € RO+ HexWins where Hy,y = |H;/s| and
Wi = [Wi/s]. !

Fig. 3 illustrates the padding of S; to S} e Firstly, we
have S; at the center of S”**:

8P h 4 P,w + P) = §;(h,w), (13)

for Vh = 1,2,...,H; and YVw = 1,2,...,W;. Next, we
pad S; along inclination (f-axis in the sphere coordinate

IFor simplicity, We assume the length and width are both K (K is an
odd number) for the 2D convolutional kernel.
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system) as follows:

SPp,w + P) = SP*(2P — p+ 1,w'),

andSP* (H, + P+ p,w+ P) = 8" (H, + P —p+1,u'),

(14)
where
W — w+Wi/24+ P if w<W;/2 (15)
T lw-W, )2+ P otherwise ’
forVp = 1,2,..., P and Vw = 1,2,...,W;. Finally we

pad the feature map along azimuth (p-axis in the sphere
coordinate system):

57 (h,p) = S/ (h, W + p),
and  SP*(h, W, + P 4 p) = 8" (h, P + p),

forvp=1,2,...,PandVh=1,2,..., H + 2P.

With the padded S} 24 we could thus exploit the 2D con-
volution to realize the symmetric convolutional operations
for the extraction of viewpoint-equivariant features as fol-
lows:

(16)

Siy1 = Max(Conv(SP™; k), Conv (8P F1ip(k1))),

a7)
where Conv, F11ip, and Max denotes the 2D convolutional
operation, horizontal flip, and element-wise max-pooling,
respectively, with x; denoting the weight of the convo-
lution. Max serves as the symmetric function to aggre-
gate the features [25] and keeps the property of viewpoint-
equivariance; we provide the proof of this property in
the supplemental material, where the pseudo code is also
included to help understand the implementation of SPA-
SConv.

6. Category-level 6D Object Pose Estimation

The task of category-level 6D object pose estimation is
to estimate the poses of unknown objects w.r.t. categor-
ical canonical spaces, including the learning of rotation
R € SO(3), translation ¢ € R? and size s € R? for each
object. CAD models are not available during testing time.
To confirm the efficacy of our VI-Net on rotation estima-
tion, we apply VI-Net to this challenging task and realize
the target with three stages. Specifically, given an RGB-D
image of a cluttered scene, we firstly employ MaskRCNN
[11] to segment the objects of interest out; for each cropped
object with a point set P = {p}, we then estimate its trans-
lation ¢ and size s via a simple and lightweight network of
PointNet++ (PN2) [26] with multi-scale grouping; in the fi-
nal stage, we normalize the point setas P’ = {(p—t)/||s||}
and feed it into our VI-Net for the estimation of rotation R.

6.1. Experimental Setups

Datasets Experiments are conducted on the benchmarking
CAMERA25 and REAL275 datasets [31], both of which

enjoy the same object categories. CAMERAZ2S is a syn-
thetic dataset generated by a context-aware mixed reality
approach; it contains 300,000 RGB-D images of 1,085 ob-
jects in total, with 25,000 images of 184 objects set aside for
validation. REAL275 is a challenging real-world dataset
with various lighting conditions and occlusions; for this
dataset, 4,300 images of 7 scenes are split as a training set,
while the other 2,750 images of 6 scenes form the test set.
Following [31], we mix both training sets to optimize the
parameters of VI-Net.

Implementation Details We use the instance masks gener-
ated by MaskRCNN [11] and provided by [28] to segment
objects of interest out. For data processing, we use point-
wise radial distances and RGB values as two input signals.
The input resolution of Sy is set as Hy x Wy = 64 x 64,
while that of S is H x W = 32 x 32. The point number of
the sampled point set is N = 2,048, and k in (7) is set as 3.
For the training of VI-Net, we set « = 0.5 and v = 2.0 in
(9); the balanced parameter A in (12) is set as 100. We use
ADAM to train VI-Net for a total of 200, 000 iterations. The
learning rate is initialized as 0.001, with a cosine annealing
schedule used afterward, while the data size of a min-batch
is set as 128.

Evaluation Metrics We report the mean Average Precision
(mAP) of n°m cm for 6D pose estimation, which denotes
the pose precision with rotation error less than n° and trans-
lation error less than m cm. Following [31, 23], we also re-
port mAP of Intersection over Union (IoU,) with a thresh-
old of % for object detection.

6.2. Comparisons with Existing Methods

To verify the efficacy of VI-Net, we conduct experiments
on REAL275 and CAMERA?2S5 datasets [31] to compare
with the existing methods, including those without the use
of shape priors [31, 5, 20, 8, 18], and those using shape pri-
ors [28, 32, 10, 17, 37, 4, 36, 23]. We firstly employ the
lightweight network of PointNet++ (PN2) [26] for transla-
tion and size estimation, before using VI-Net for rotation es-
timation, and shape priors (as well as CAD object models)
are not used in our method. Quantitative results of different
methods are given out in Table 1.

In terms of pose estimation, our method outperforms
those without the use of shape priors on all the evalua-
tion metrics of n°m cm with large margins on REAL275
dataset, as shown in the table. For example, on the metric of
5°2 cm, our method refreshes the result to reach the mAP of
50.0%, which exceeds the SE(3)-equivariant SS-ConvNet
[18] and the DualPoseNet [20] based on SO(3)-equivariant
SPE-SConv [9] by 13.4% and 20.7%, respectively. We note
that DualPoseNet also learns object poses on the sphere
by applying convolutions with large kernels to model the
global relationship, while our VI-Net exploits Spherical
FPN with SPA-SConv to model local relationships along
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Method Use of REAL275 CAMERA25
Shape Priors | IoU7s*  5°2cm 5°5cm 10°2cm 10°5cm | IoUzsx  5°2cm 5°5cm 10°2em 10°5cm

NOCS [31] X 9.4 7.2 10.0 13.8 25.2 37.0 32.3 40.9 48.2 64.6
FS-Net [5] X - - 28.2 - 60.8 - - - - -
DualPoseNet [20] X 30.8 29.3 35.9 50.0 66.8 71.7 64.7 70.7 77.2 84.7
GPV-Pose [8] X - 32.0 42.9 - 73.3 - 72.1 79.1 - 89.0
SS-ConvNet [ 18] X - 36.6 434 52.6 63.5 - - - - -
PN2 + VI-Net (Ours) X 48.3 50.0 57.6 70.8 82.1 79.1 74.1 81.4 79.3 87.3
SPD [28] v 27.0 19.3 21.4 432 54.1 46.9 54.3 59.0 73.3 81.5
CR-Net [32] v 33.2 27.8 343 47.2 60.8 75.0 72.0 76.4 81.0 87.7
CenterSnap-R [14] v - - 29.1 - 64.3 - - 66.2 - 81.3
ACR-Pose [10] v - 31.6 36.9 54.8 65.9 - 70.4 74.1 82.6 87.8
SAR-Net [17] v - 31.6 42.3 50.3 68.3 - 66.7 70.9 75.3 80.3
SSP-Pose [37] v - 34.7 44.6 - 77.8 - 64.7 75.5 - 87.4
SGPA [4] v 37.1 35.9 39.6 61.3 70.7 69.1 70.7 74.5 82.7 88.4
RBP-Pose [36] v - 38.2 48.1 63.1 79.2 - 73.5 79.6 82.1 89.5
SPD + CATRE [23] v 43.6 45.8 54.4 61.4 73.1 76.1 75.4 80.3 83.3 89.3
DPDN [19] v - 46.0 50.7 70.4 78.4 - - - - -

Table 1. Quantitative comparisons of different methods for category-level 6D object pose estimation on REAL275 and CAMERA25
datasets [31]. Overall best results are in bold and the second best results are underlined. ‘*’ denotes the IoU metrics used in [23] rather

than those in [31].

Ground
Truth

Figure 4. Qualitative comparisons between the state-of-the-art method of DPDN [19] and our proposed one on REAL275 dataset [31].

| RD. | 5°2cm 5°5cm

Baselinel: Avg Pool + MLP X 45.0 51.8
Baseline2: Flattening + MLP X 427 48.8
VI-Net v 50.0 57.6

Table 2. Ablation studies of the variants of our VI-Net with or
without rotation decomposition (R.D.) on REAL275 dataset [31].

hierarchy more efficiently, and achieves much better perfor-
mance with the individual learning of the factorized rota-
tions. Compared to the methods using shape priors, VI-Net
also possesses powerful competition on REAL275 dataset;
taking DPDN [19] as example, our method improves the re-
sults by 4.0% mAP on 5°2cm and 6.9% mAP on 5°5cm,

verified by the quantitative comparisons in Fig. 4. We pro-
vide per-category comparisons of our method in terms of
rotation error and translation error on REAL275 dataset in
Fig. 5. On CAMERAZ2S5 dataset, as shown in Table 1, our
method also achieves comparable results, especially on the
more strict metrics, e.g., [oU7s.

6.3. Ablation Studies and Analyses

To confirm the efficacy of our designs, we conduct ex-
periments to compare the variants of VI-Net in different as-
pects on REAL275 dataset [31].

Efficacy of Rotation Decomposition in VI-Net The foun-
dation of VI-Net is the decomposition of rotation into a
viewpoint rotation and an in-plane rotation, which guides
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Variants of V-Branch | Feature Trans. in I-Branch | 5°2cm  5°5cm 10°2cm  10°5cm
Direct Regression X 26.3 28.9 54.1 61.1
Binary Classification (1-branch) X 30.8 344 65.5 75.3
Binary Classification (2-branch) X 33.7 379 65.4 75.4
Direct Regression v 43.1 48.3 68.0 78.1
Binary Classification (1-branch) v 49.3 56.9 69.4 79.7
v 50.0 57.6 70.8 82.1

Binary Classification (2-branch)

Table 3. Ablation studies of the variants of the V-Branch and I-Branch in our VI-Net on REAL275 dataset [31].
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Figure 5. Plottings of per-category average precision versus differ-
ent rotation/translation error thresholds for our proposed method
on REAL275 dataset [31].

Type of . Symmetric o .
Con)\llp())lution ‘ Padding ‘ gperation 5°2cm 5°5cm
SPE-SConv [9] | — | - | 351 40.8
X X 46.9 53.2
SPA-SConv X v 485 555
v v 500 57.6

Table 4. Quantitative comparisons of SPE-SConv [9] and variants
of our proposed SPA-SConv on REAL275 dataset [31].

\ 5°2cm 5°5cm 10°2cm 10°5cm
VI-Net s 45.0 56.0 65.9 80.5
PN2 + VI-Net 50.0 57.6 70.8 82.1

Table 5. Quantitative comparisons between VI-Nety;s and PN2
for translation and size estimation on REAL275 dataset [31].

Data Type ‘ 5°2em 5°5cm 10°2cm 10°5cm
Depth 43.0 52.1 64.3 71.0
RGB + Depth | 50.0 57.6 70.8 82.1

Table 6. Quantitative comparisons of different input data types of
VI-Net on REAL275 dataset [31].

to factorize the task into two sub ones to reduce the learn-
ing difficulty in the whole SO(3) space. We thus firstly
verify the mechanism of rotation decomposition in VI-Net
by building two baselines, which regress the rotation R di-
rectly from the global features learned by either globally

average-pooling or flattening the spherical feature map S.
Both baselines employ the same backbone of Spherical FPN
as VI-Net, and their results are listed in Table 2, where VI-
Net outperforms both of them with large margins on all the
evaluation metrics, confirming the effectiveness of rotation
decomposition in pose estimation.

Efficacy of Separate Binary Classifications in V-Branch
We compare three variants of V-Branch, including i) direct
regression of R, from the globally average-pooled feature
from S, binary classification on the whole spherical map,
and the two separate binary classifications we introduced in
Sec. 4.3. As shown in Table 3, among three variants, the last
two ones make more precise predictions by searching on the
sphere for the canonical zenith direction via binary classi-
fication, which simplifies the regression task as the recog-
nition one(s). The last one further improves the pose pre-
cision via the decoupled recognition of the azimuthal angle
 and the inclination angle , since binary classification on
the whole spherical map faces the severe imbalance on the
ratio of positive and negative samples (1:1023 in our exper-
iments), even though we use the focal loss (9) to alleviate
this problem. we also note that, comparing with the results
in Table 2, the key to the success of rotation decomposi-
tion for VI-Net lies in exactly the binary classification of V-
Branch, i.e., the correlation on the rotation decomposition
and sphere. Finally, We visualize some examples in Fig.
6, where object point clouds transformed by the predicted
viewpoint rotations from V-Branch are presented.

Efficacy of Feature Transformation in I-Branch In Table
3, we also verify, with three different variants of V-Branch,
the advantages of feature transformation in I-Branch, which
transforms in feature space with viewpoint rotation R,,, to
make the network “see” the object from the canonical zenith
direction, and thus reduces the difficulty in estimating the
in-plane rotation R;,. Applying the feature transformation
also makes I-Branch aware of the learned R,,,, and could
include the learning of the residual viewpoint rotation in I-
Branch to refine predictions from V-Branch.

Efficacy of Spatial Spherical Convolutions (SPA-SConv)
We propose SPA-SConv to realize continuous convolution
on the sphere, which settles the boundary problems of
spherical representations by simply feature padding and re-
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Figure 6. Qualitative results of the predicted viewpoint rotation R, from V-Branch and the final output rotation R from VI-Net.

alizes the properties of viewpoint-equivariance by the sym-
metric convolutional operations. In Table 4, we demonstrate
the advantages of these novel designs individually. As in-
troduced in Sec. 2.2, the SO(3)—equivariant spherical fea-
ture maps learnt by SPE-SConv [9] are less discriminative
for the binary classification of V-Branch, even resulting in
gradient exploding. Therefore, to avoid gradient exploding,
we add 4 additional SPA-Convs in V-Branch for the VI-Net
based on SPE-SConvs, and the training thus becomes sta-
ble; however, the results based on SPE-SConvs are still less
satisfactory compared to those of SPA-SConvs, as shown
in Table 4, indicating the importance of SPA-SConv in the
design of VI-Net.

Effects of Including Translation and Size Estimation in
VI-Net We focus on learning decoupled rotations on spher-
ical inputs converted from centralized point sets, and sepa-
rate translation and size estimation via PointNet++ (PN2).
Another choice (dubbed VI-Net_ ) is to use the mean co-
ordinate of the point set as initial translation and include the
residual translation/size estimation with an MLP from the
spherical features S. As shown in Table 5, the performance
gap between VI-Net,;, and PN2 is acceptable, motivating
us to explore better combined learning in the future.

Effects of Different Input Data Types The primary input
data of VI-Net are depth maps (or point clouds), which are
used for computing the point locations on the sphere and
further transformed as radial distances to be the input sig-
nals. Additionally, other point attributes, e.g., RGB values,

could also be the inputs. In Table 6, we demonstrate that
VI-Net effectively learns both geometric and appearance in-
formation from Depth maps and RGB images, respectively,
which indicates VI-Net could be used for handling different
input types to jointly make the predictions.

7. Conclusion

In this paper, we propose a new method of VI-Net for
rotation estimation, which bases the feature learning on the
sphere, and factorizes the task into two sub-ones with indi-
vidual heads of V-Branch and I-Branch. V-Branch learns
the viewpoint rotation via two separate binary classifica-
tions on top of the spherical feature maps, while I-Branch
transforms the feature maps with the viewpoint rotation to
view objects from the canonical zenith direction for the
estimate of in-plane rotation. To support the learning of
these two branches, we also propose a novel design of Spa-
tial Spherical Convolution for the extraction of viewpoint-
equivariant spherical features. Finally, we apply our VI-Net
to the challenging task of category-level 6D object pose es-
timation and experimental results confirm its efficacy in the
regime of high precision of rotation.
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