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Abstract

This paper presents one of the first learning-based NeRF

3D instance segmentation pipelines, dubbed as Instance

Neural Radiance Field, or Instance-NeRF. Taking a NeRF

pretrained from multi-view RGB images as input, Instance-

NeRF can learn 3D instance segmentation of a given scene,

represented as an instance field component of the NeRF

model. To this end, we adopt a 3D proposal-based mask

prediction network on the sampled volumetric features from

NeRF, which generates discrete 3D instance masks. The

coarse 3D mask prediction is then projected to image space

to match 2D segmentation masks from different views gen-

erated by existing panoptic segmentation models, which are

used to supervise the training of the instance field. No-

tably, beyond generating consistent 2D segmentation maps

from novel views, Instance-NeRF can query instance infor-

mation at any 3D point, which greatly enhances NeRF ob-

ject segmentation and manipulation. Our method is also

one of the first to achieve such results in pure inference.

Experimented on synthetic and real-world NeRF datasets

with complex indoor scenes, Instance-NeRF surpasses pre-

vious NeRF segmentation works and competitive 2D seg-

mentation methods in segmentation performance on un-

seen views. Code and data are available at https://

github.com/lyclyc52/Instance_NeRF.

1. Introduction

Neural Radiance Field (NeRF) [32] has become the

mainstream approach to novel view synthesis nowadays.

Given multi-view images with camera poses only, NeRF

encodes the underlying scene in a multi-layer perceptron

(MLP) by radiance propagation and generates very impres-

sive results. Thus, subsequent to NeRF’s debut in [32] lot

of works have made great progress in improving the qual-

ity [10, 45], efficiency [33, 53, 3] and generality [55, 49].

*Equal contribution.
†This research is supported in part by the Research Grant Council of

the Hong Kong SAR under grant no. 16201420.
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Figure 1: Pipeline of Instance-NeRF, demonstrated on the 3D-

FRONT dataset. Instance-NeRF takes a pre-trained NeRF as input

to detect objects within the scene and utilizes existing 2D panoptic

segmentation to generate 2D segmentation maps, which are then

matched and used to supervise the instance field training.

This excellent approach to associate 2D with 3D through

radiance field leads us to rethink the 3D instance segmenta-

tion problem. Unlike the 2D counterpart operating on plenty

of training images, 3D instance segmentation is limited by

both the quantity and quality of the available data. Previ-

ously, 3D segmentation still relies on RGB-D images [21]

or point clouds [36, 37, 46, 50, 41] captured by depth sen-

sors or custom equipment as input, which are inconvenient

to obtain and contain a variety of noises. To mitigate the

dependence on explicit 3D geometry, there have been sev-

eral investigations on embedding NeRF for addressing fun-

damental problems such as 3D semantic segmentation [56]

and scene manipulation [26]. Existing unsupervised meth-

ods such as [30, 54, 39] also involve 3D scene decomposi-

tion and instance segmentation, but it is hard to apply them

on complex and large scenes akin to real world cases.

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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In this paper, inspired by NeRF-RPN [22] and Mask-

RCNN [17], we propose Instance-NeRF for 3D instance

segmentation in NeRF. Unlike semantic segmentation,

where a single object in different views should be labeled

as the same class consistently, most instance segmenta-

tion methods do not enforce consistency over instance IDs

in different views, making direct supervision of instance

ID less applicable. To address this issue, we propose a

2D mask matching procedure that links each 2D instance

mask to its 3D instance to resolve inconsistency. More

specifically, we incorporate NeRF-RPN with a mask head

to predict 3D coarse segmentation. After projecting the

attained 3D masks back to 2D, Instance-NeRF leverages

Mask2Former [6] and CascadePSP [7] to match the same

instance in 2D segmentation from different views and refine

the resultant masks. The refined 2D segmentation of multi-

view images will be used to train an instance field which

encode 3D instance information in a continuous manner as

a neural field.

Our major contributions are:

• One of the first significant attempts to perform 3D in-

stance segmentation in NeRF without using ground-

truth segmentation as input.

• Propose the architecture and training approach of an

Neural Instance Field, which can produce multi-view

consistent 2D segmentation as well as continuous 3D

segmentation using NeRF representation.

• Perform experiments and ablation studies on a syn-

thetic indoor NeRF dataset to demonstrate the ef-

fectiveness of our method, which surpasses competi-

tive 2D segmentation methods and previous works in

NeRF segmentation.

2. Related Works

2.1. Neural Radiance Fields

Neural Radiance Field (NeRF) [32] is now the state-of-

the-art for reconstructing new views of a given scene, by

modeling the underlying 3D geometry and appearance us-

ing a continuous and implicit radiance field parameterized

by a multilayer perceptron (MLP). Recent works include:

Instant Neural Graphics Primitive [33] uses hash encoding

to speed up training, PlenOctrees [53] uses an octree-based

radiance field and spherical basis functions to improve ren-

dering speed and appearance decoding, and TensoRF [3] en-

codes positional information by projecting 3D points onto

three 2D planes. NeRF not only provides structural de-

tails of a 3D scene but is also conducive to 3D training,

where only RGB images with camera parameters are re-

quired, thus making this alternative also suitable for 3D un-

supervised object segmentation [30], where first encourag-

ing results are demonstrated on real scenes using radiance

propagation but with no geometry consideration.

2.2. R­CNN

In 2D, Region-based CNN (R-CNN) [15] focuses on a

small number of regions [20], and uses convolutional net-

works to independently analyze each RoI. R-CNN was ex-

tended by incorporating RoIPool [19, 14] for attending to

regions on feature maps, making it faster and more accurate.

Faster R-CNN [38] incorporates Region Proposal Network

(RPN) to learn the attention mechanism. Mask R-CNN [17]

adds a branch to predict an object mask in parallel with the

existing branch for bounding box recognition.

In 3D, NeRF-RPN [22] bridges RPN and NeRF and

demonstrates great potential in direct 3D learning from

NeRFs. This paper contributes to 3D object instance seg-

mentation from NeRFs by capitalizing on the 3D boxes

given by NeRF-RPN. In other words, analogous to Mask-

RCNN, our work extends NeRF-RPN to enable 3D instance

segmentation directly from a given NeRF.

2.3. Instance Segmentation

For 2D instance segmentation, two-stage methods [27,

17, 2, 4, 8] first detect candidate bounding boxes and then

predict instance mask within each of them. On the other

hand, [5, 25, 51, 1, 47, 48] release the network from pro-

posal generation and achieve comparable results. Despite

the great success of 2D instance segmentation, straightfor-

ward extension to 3D does not work in general. Specifically,

applying 2D instance segmentation on each image capturing

a single scene does not guarantee consistence across multi-

view images of the underlying 3D scene.

Current methods on 3D instance segmentation usually

perform on RGB-D images or point clouds. Image-based

approaches such as [21] use 2D convolution to extract RGB-

D features and then project them back to infer 3D segmen-

tation. For point-cloud-based methods, while some meth-

ods [50, 41, 16, 43, 28] voxelize the inputs and adopt 3D

convolution, others [36, 37, 46, 52] preserve the irregularity

of point clouds and utilize permutation-invariant function

to extract features. In addition, some approaches [9, 23]

take RGB images as extra inputs and fuse features from two

types of data. However, all of them require some explicit

3D geometry e.g., obtained by LiDARs or other devices.

3D instance segmentation directly from multi-view images

has not been explored in the context of NeRFs.

Segmentation and decomposition on NeRF were inves-

tigated. Semantic-NeRF [56] extends the NeRF by adding

a semantic branch to produce view independent semantic

labels. Semantic-NeRF predicts accurate semantic labels

even when the ground truth labels are sparse and noisy,

but this work mainly targets semantic map denoising and

super-resolution instead of inference tasks. DM-NeRF [44],

on the other hand, uses multi-view ground-truth instance

maps to optimize an object field for NeRF object decom-

position and manipulation. Panoptic NeRF [13] can render
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accurate semantic maps with sparse multi-view images and

the corresponding noisy predicted masks given by a pre-

trained model. However, it requires 3D bounding primi-

tives to guide consistency and predict segmentation on in-

stance level. Panoptic Neural Fields (PNF) [24] assumes

objects are dynamic and tracks 3D object from images in

panoptic images, which is not suitable for general scenes

represented by NeRF. NeSF [42] utilizes a 3D UNet to gen-

erate semantic feature grid from density grid sampled from

NeRF, and performs volume rendering over the feature grid

to produce 2D semantic maps. NeSF does not need ground

truth semantics during inference, but it cannot perform in-

stance segmentation.

There have been some investigation on unsupervised ob-

ject segmentation in NeRF. GIRAFFE [35] uses generative

neural feature fields to decode shape and appearance, which

decomposes foreground objects from background without

explicit 3D segmentation learning. [39, 54] apply slot at-

tention [31] on unsupervised object discovery, while oth-

ers [11, 30] incorporate the advantages of NeRF to obtain

multi-view 2D masks. However, these methods do not pro-

duce class labels for segmented objects, and only achieve

qualified success in simple scenes with a limited number of

objects. There is still large room for quality improvement

and generalization.

3D instance segmentation in NeRF is a less explored

and more challenging task. Unlike 2D semantic mask pri-

ors used in Semantic-NeRF, which are mostly consistent

over different views, 2D instance masks are generally multi-

view inconsistent, as the same object may be assigned dif-

ferent instance IDs in different views. This inconsistency

can greatly impair the performance of Semantic-NeRF and

DM-NeRF, leading to noisy semantic fields. While Panop-

tic NeRF partially solves this issue with 3D bounding vol-

umes as priors, it cannot resolve the ambiguity when ob-

jects belonging to the same class have overlapping bound-

ing volumes. In comparison, the Instance-NeRF we propose

does not rely on 3D priors to address the inconsistency and

avoid such ambiguity. Our work is one of the first learning-

based approaches to generate 3D instance segmentation in

NeRF, which can be applied to produce satisfactory 3D ob-

ject masks on complex scenes during test time.

3. Method

Given a pre-trained NeRF, our method, Instance-NeRF,

aims to detect all the objects within the underlying 3D scene

and produces a bounding box, a continuous 3D mask, and a

class label of each detected 3D object.

Instance-NeRF extends the given pre-trained NeRF

model with an additional instance field, which can produce

a view-independent instance label at any 3D position in

the NeRF scene. To train the instance field component of

Instance-NeRF, we propose a NeRF-RCNN for 3D sparse

mask prediction and a 2D mask matching and refining stage

to produce multi-view consistent 2D masks based on the 3D

masks for instance field supervision.

First, the NeRF-RCNN, which is extented from NeRF-

RPN [22], takes the extracted radiance and density field of

the pre-trained NeRF and output 3D bounding boxes, class

labels, and discrete 3D masks for each detected object in

the NeRF. Then, given a set of multi-view but possibly in-

consistent 2D panoptic segmentation maps of the scene pro-

duced by existing methods, we project the 3D masks from

the same camera poses to match the same instance across

different views. The multi-view consistent 2D segmenta-

tion can then be used to train the instance field component

and produce a continuous 3D segmentation using instance

field representation.

3.1. Instance­NeRF

3.1.1 Model Architecture

Instance-NeRF optimizes a neural radiance field that maps

a 3D position x = (x, y, z) and a viewing direction d =
(φ, θ) to a volume density σ, RGB radiance c = (r, g, b),
and an instance label distribution over L labels including the

background label. As shown in Figure 3, Instance-NeRF

is parameterized by three components – density net Θσ ,

color branch Θc, and instance branch Θi. Θσ,Θc consti-

tute the original NeRF, and are assumed to be pre-trained

with posed RGB images. The pre-trained NeRF can be for-

mulated as

FΘσ,Θc
(x,d) = (σ, c), (1)

and the Instance Field can be formulated as:

GΘσ,Θi
(x) = i, (2)

where i is a L-dimensional vector with its first dimension

representing the background.

We follow the hierarchical stratified sampling method in

[32] to render the RGB color, depth, and instance label for a

single pixel. Specifically, for each pixel, we formulate a ray

r(t) = o+td emitted from the center of the projection cam-

era to that pixel, and select K quadrature points {tk}
K

k=1

on the ray r within the traceable volume of Instance-NeRF.

The numerical quadrature to accumulate the expected color

Ĉ(r), expected depth D̂(r) and expected instance logits

Î(r) for each pixel are respectively given by:

Ĉ(r) =
K
∑

k=1

T̂ (tk)α (σ (tk) δk) c (tk) , (3)

D̂(r) =

K
∑

k=1

T̂ (tk)α (σ (tk) δk) tk, (4)

Î(r) =

K
∑

k=1

T̂ (tk)α (σ (tk) δk) i (tk) , (5)
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Figure 2: Instance Field Training. When training the instance field, NeRF-RCNN takes the extracted radiance and density field of the

pre-trained NeRF and outputs discrete 3D masks for each detected object in the NeRF. Mask2Former generates 2D panoptic segmentation

maps of images rendered from NeRF, which are consistent in terms of instance label across views. After projecting the 3D masks from the

same camera poses to match the same instance across different views resulting in the multi-view consistent 2D segmentation maps, they

can then be used to train the instance field component and produce a continuous 3D segmentation using instance field representation. In

addition, we use CascadePSP to refine the preliminary instance segmentation results of Instance-NeRF, and use the refined instance masks

to refine the Instance Field in turn.

I ns t anc e- NeRF

NeRF

Figure 3: Instance-NeRF Architecture. Instance-NeRF consists

of density net Θσ , color branch Θc, and instance branch Θi. Given

the input spatial position x = (x, y, z) and a viewing direction

d = (φ, θ), compared to the traditional NeRF, Instance-NeRF can

predict a view-independent instance distribution i with its addi-

tional instance branch. In this paper, we adopt the Multi-resolution

Hash Encoding (Hash) in [33] for position encoding and Spherical

Harmonics (SH) in [53] for viewing direction encoding. Note that

the hash grid Hi used for mask net is different from the one Hσ

used for density net.

where

T̂ (tk) = exp
(

−
∑k−1

a=1
σ (ta) δa

)

,

α(x) = 1− exp(−x),
δk = tk+1 − tk.

(6)

We discuss the NeRF pre-training and Instance Field train-

ing in sections 3.1.2 and 3.1.3, respectively.

3.1.2 Pre-training Density and Color

The density and radiance components of Instance-NeRF can

be implemented and trained similarly as a regular NeRF,

and the implementation is largely orthogonal to the Instance

Field component. Posed RGB images are used to train the

density net Θσ and color branch Θc with the appearance

loss Lp:

Lp =
1

R

∑

r∈R

∥

∥

∥
Ĉ(r)−C(r)

∥

∥

∥

2

2
, (7)

where R are the sampled rays within a training batch, C(r)

and Ĉ(r) are respectively the ground truth and predicted

RGB color for ray r. In this work, we assume a well-trained

Θc and Θσ are given and focuses mainly on the Instance

Field training.

3.1.3 Instance Field Training

The instance field is trained with multi-view consistent 2D

instance segmentation maps, during which Θσ and Θc will

be fixed and only Θi will be optimized. Given a set of multi-

view consistent 2D instance segmentation maps, we train

the instance branch with multi-class cross-entropy loss Li:

Li = −
1

RL

∑

r∈R

L
∑

l=1

pl(r) log p̂l(r), (8)

where pl(r) and p̂l(r) are respectively the ground truth

multi-class instance probability for class l and volume pre-

dictions for ray r given by applying softmax to Eq. 5.
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As the input 2D segmentation maps are generated by

existing 2D segmentation methods, it cannot produce 3D

geometry-consistent masks for different views. To compen-

sate this issue and to encourage the smoothness of the in-

stance label prediction, we take advantage from the prior

that instance maps are generally smooth over local re-

gions, and add an instance regularization loss Lr adopted

from [34]:

Lr =
1

RL

∑

ri,j∈R

L
∑

l=1

(

Î(ri,j)− Î(ri,j+1)
)2

wi,j+

(

Î(ri,j)− Î(ri+1,j)
)2

hi,j ,

(9)

wi,j =
δw(i, j)

∑

ri′,j′∈R
δw(i′, j′)

, (10)

δw(i, j) = exp(−(D̂(ri,j)− D̂(ri,j+1))
2), (11)

where wi,j is the weight determined by the similarity of

NeRF depth D̂ between two sample rays, and likewise for

hi,j . ri,j is the ray passing through pixel (i, j) of the im-

age. Recall that depth information is obtained from the pre-

trained density branch. Similar depths of adjacent pixels

imply that the pixels might be on the same surface in 3D

space, and likely belong to the same object. Thus, this reg-

ularization loss encourages the model to predict the same

instance label for them and generate smoother segmentation

for each object.

The total loss L for training the instance field is:

L = Lp + λLi, (12)

where λ is a hyperparameter.

3.2. NeRF­RCNN

NeRF-RCNN takes as input a pre-trained NeRF and out-

puts 3D Axis-Aligned Bounding Boxes (AABB), class la-

bels, and discrete 3D masks of the detected objects. This

network extends NeRF-RPN [22] by appending two addi-

tional detection heads: a box prediction head (MLP) and

a mask prediction head (3D CNN), much similar in spirit

as [18]. As shown in Figure 2, we first uniformly sample

the appearance and density on a grid that covers the full

traceable volume of the pre-trained Instance-NeRF model,

following the sampling method in [22]. The NeRF-RPN

takes the sampled grid as input, and outputs proposals and

the feature pyramid. We use 3D RoIAlign to obtain the fea-

ture within the RoI of each output proposal. The box pre-

diction head takes RoI features as input and outputs class

logits and AABB regression offset, while the mask predic-

tion head takes RoI features as input and outputs 3D masks

for each RoI.

The NeRF-RCNN can be trained in an end-to-end man-

ner with sampled appearance and density grids as input,

along with ground truth bounding boxes and 3D instance

segmentation masks, by reducing the multi-class cross-

entropy loss for class prediction, the smooth L1 loss for

bounding box regression, and the binary cross-entropy loss

for 3D mask prediction. In practice, we adopt the pre-

trained NeRF-RPN, and optimize the classification head

and mask head side by side. In our experiments, we train

the NeRF-RCNN with a large NeRF segmentation dataset

built on 3D-FRONT.

3.3. 2D Mask Matching and Refinement

It is infeasible to adopt a 2D instance segmentation

model to perform segmentation on multi-view images and

directly use the results to supervise instance field training.

The main reason lies in the fact that 2D instance segmenta-

tion models generally do not guarantee any correspondence

between the appearance of the same instance in different

views, including the assigned instance IDs, predicted class

labels, and the masks. The same object is likely to be as-

signed with different instance IDs in different images, mak-

ing it difficult for direct use in instance field training. Multi-

view consistency within 2D instance masks are thus crucial

for the quality of the instance field.

To address this consistency issue, we utilize the 3D

coarse mask produced by NeRF-RCNN to align masks in

different images that correspond to the same object. We

further propose an iterative refinement approach by feed-

ing the intermediate results of Instance-NeRF to an existing

mask refinement model, and use the refined masks to train

the final instance field.

3.3.1 2D Mask Matching

To obtain the initial 2D segmentation, we use a

Mask2Former [6] panoptic segmentation model pretrained

on the COCO [29] dataset. We create a class mapping from

COCO to the dataset we use, based on which we filter out

masks that belong to background. To deal with prediction

inconsistency across images, we match each Mask2Former

predicted 2D mask with a 3D instance detected by NeRF-

RCNN. To achieve this, we first project the 3D masks from

NeRF-RCNN to the corresponding image spaces, and com-

pute the Intersection over Union (IoU) between each pair

of predicted 2D mask and projected 2D mask. Each pre-

dicted mask is then assigned to the instance with highest

mask IoU. Those predicted masks that do not have an IoU

greater than 0.05 with any projected masks are treated as

unlabeled area, which do not participate in instance NeRF

training. After this process, we have consistently annotated

2D instance masks from multi-view images, which will be

used to optimize the instance field.
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3.3.2 2D Mask Refinement

Although 2D-to-3D matching emancipates the model from

inconsistency, uniformly sampled images, which frequently

contain objects under partial occlusion can easily mislead

the prediction model pre-trained on general datasets, re-

sulting in missing or erroneous mask prediction in differ-

ent views. An instance field trained directly on the 2D

masks therefore suffers from conflicting 2D masks of differ-

ent views, and usually produces fragmented segmentation

results. To alleviate this issue, we adopt a pre-trained 2D

mask refinement model, CascadePSP [7], to refine the pre-

liminary instance segmentation results of Instance-NeRF.

Instead of directly feeding Mask2Former output into the re-

finement network, we use Instance-NeRF rendering results,

because Instance-NeRF can enhance single-view results by

fusing multi-view information, filling part of the area of in-

complete or missing mask prediction in certain views. We

split the instances in each preliminary Instance-NeRF mask

and refine them independently, the results of which are su-

perimposed to supervise the final instance field training.

4. Experiments

4.1. Training and Testing

Training. In our model, only NeRF-RCNN requires a

large number of scenes for training for generalization, while

the instance field training are scene-specific and the mod-

els used in 2D mask matching and refinement are pre-

trained. Following NeRF-RPN [22] strategy and configu-

ration, NeRF-RCNN is trained on 3D-FRONT [12] NeRF

segmentation dataset. We follow the dataset creation ap-

proach in [22] and extend the dataset to include 1016

scenes, 814 of which are used for training NeRF-RCNN and

101 scenes are used for validation and testing, respectively.

We choose VGG19, which performs best on object detec-

tion, as our backbone. The weights of the three losses men-

tioned in Section 3.2 are all equal to 1.0. We apply random

flipping and rotation by π/2 with probability 0.5 to the input

as augmentation.

For the 2D panoptic segmentation model, we use the

Mask2Former model pre-trained on COCO dataset, with

Swin-L as the backbone. For the mask refinement, we adopt

the publicly available CascadePSP model. No fine-tuning is

performed for both methods on our dataset.

Testing We test our model on 8 scenes from 3D-FRONT in

total. We use a non-maximum suppression (NMS) thresh-

old of 0.3 for NeRF-RPN and 0.15 for NeRF-RCNN. We

use a score threshold of 0.5 to filter the NeRF-RCNN detec-

tion. The threshold for Mask2Former segmentation is also

0.5. For the second training stage of Instance-NeRF, we

implement our model based on [40]. The hyperparameter

λ in Eq. (12) is 1.0. For each scene, we train the radiance

Methods mIoU ↑ PQ ↑
Mask2Former 31.6 22.5

Semantic-NeRF 35.0 -

DM-NeRF 11.3 5.4

Ours 43.0 32.4

Table 1: Comparison results of mean Intersection over Union

(mIoU) and Panoptic Quality (PQ) on 3D-FRONT dataset.

Li Mask Refinement mIoU PQ

39.8 27.6

✓ 40.8 29.6

✓ ✓ 43.0 32.4

Table 2: Ablation over instance regularization loss and 2D mask

refinement on 3D-FRONT dataset.

and density field on a single NVIDIA 1080ti for 30k iter-

ations. The instance field is then trained for 25k steps to

obtain the intermediate segmentation results for refinement.

We train the instance field for another 20k steps using the

refined 2D masks. Figure 5 illustrates the high-quality 3D

instance segmentation results.

4.2. Metrics

We evaluate the semantic segmentation performance of

Instance-NeRF on novel views using mean Intersection over

Union (mIoU) and instance segmentation performance us-

ing Panoptic Quality (PQ). The semantic segmentation is

acquired by mapping the classes of the detected instances.

We use PQ for evaluating instance segmentation as not

all compared methods produce instance confidence scores,

hence we cannot use common metrics such as mean Av-

erage Precision. Classes corresponding to background are

filtered for PQ calculation. Note that we compute PQ in a

conventional approach, where the consistency of instances

across multiple frames is not taken into account. This al-

lows us to compare with Mask2Former even it does not

produce multi-view consistent segmentation. However, PQ

also fails to reflect our method’s performance in producing

consistent segmentation for different views.

4.3. Comparison

To our best knowledge, we are one of the first to pro-

pose 3D instance segmentation for NeRF without utilizing

ground-truth information at test time, which can be gener-

alized to different kinds of scenes and requires pre-trained

NeRF only during inference. Thus, it is hard to find com-

parable methods with the same configuration. However,

we still provide the comparison with some related methods

mentioned in Section 2.3

Semantic-NeRF [57] also uses a 2D pre-trained model

but the method cannot be straight-forwardly modified for

instance segmentation. DM-NeRF [44] can achieve con-

sistency in 3D with the supervision of 2D ground truth
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(a) Mask2Former (b) Semantic-NeRF (c) DM-NeRF (d) Ours (e) GT

Figure 4: Comparison. This figure illustrates the comparison with other state-of-art methods. Rows from top to bottom are i. ground

truth RGB images or the rendered RGB image by the models, ii. semantic segmentation, and iii. instance segmentation. The instance

segmentation results from Semantic-NeRF are left empty as it does not produce instance-level information.

(a) GT Semantic (b) Predicted Semantic (c) GT Instance (d) Predicted Instance (e) GT RGB

Figure 5: Results. This figure shows our multi-view results from a single scene. Our method achieves high consistency across images

(Column (b) and Column (d)).

instance segmentation. In our experiments, we compare

our method with Semantic-NeRF for semantic segmenta-

tion, and with DM-NeRF for instance segmentation. For

fairness, we implement them on torch-ngp [40] and use

Mask2former [6] to predict 2D masks for input images,

supervising the NeRF training of these two methods. As

Mask2Former do not guarantee multi-view instance consis-

tency, we use the majority class for each instance to cre-

ate the mapping to class semantics. Figure 4 illustrates the

comparison of the qualitative results and Table 1 tabulates
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Accuracy ↑ mIoU ↑
uORF [54] 75.68 37.85

NeRF-SOS [11] 75.56 57.61

RFP [30] 66.63 47.66

Ours 95.48 89.34

Table 3: Comparison with Unsupervised Methods. To make

fair comparison, the accuracy and mIoU are computed on binary

classes over novel views (foreground/background).

the quantitative comparison. The noisy instance masks from

DM-NeRF verify the idea that multi-view consistent 2D

masks are vital for high-quality instance field supervision,

and the results of our method demonstrate the effectiveness

of the mask matching process.

RGB GT Mask uORF NeRF-SOS RFP Ours

Figure 6: Qualitative Results of Comparison with Unsuper-

vised Methods.

For unsupervised methods mentioned in section 2.3,

none of them produces object classes. uORF [54] and

ObSuRF [39] are completely unsupervised and work on

object-centric scenes, which are far different from our test-

ing scenes. NeRF-SOS [11] and RFP [30] require a rough

estimate of the number of objects in the scene, or multi-view

consistent masks for multiple objects as an initial guess, and

multi-object segmentation is not adequately addressed in

their papers. Comparing these methods with ours is largely

unfair. For reference, however, we provide the comparison

results in Figure 6 and Table 3. As RFP and NeRF-SOS

do not release code for multi-object segmentation, we fall

back to foreground/background segmentation and use pixel

classification accuracy and mIoU as the metrics.

4.4. Ablation Study

We perform ablations on the regularization loss and the

2D mask refinement of our method. Results are given in

Table 2 and Figure 7.

4.4.1 Instance Regularization Loss

As shown in Table 2, the additional regularization loss Li

consistently improves the mIoU and PQ of our methods.

The loss helps smooth fragmented segmentation regions

induced by inconsistent 2D segmentation maps and close

small holes on a continuous instance mask, which also sup-

presses noisy mask predictions floating around the objects

for some scenes. Figure 7 shows the visual comparison.

Regularization generally helps suppress the noise in class

labels resulting from inconsistent multi-view segmentation,

and partially closes the holes in segmentation caused by

false negative predictions from Mask2Former.

GT w/o Li w/ Li

Figure 7: Ablation on instance label regularization. Results are

taken from the Instance-NeRF before going through the refinement

process.

4.4.2 Mask Refinement

Using CascadePSP to refine the segmentation of the par-

tially trained instance field helps improve the mask consis-

tency over different frames, especially for missing predic-

tions which leads to wrong supervision for the instance field

training and cannot be easily fixed with the instance regu-

larization. Table 2 shows that such refinement significantly

improves the mIoU and PQ of the model. For qualitative

results, please refer to our Supplementary Material.

5. Conclusion

In this paper, we propose the Instance Neural Radiance

Field and the corresponding training approach and tech-

niques to perform continuous 3D instance segmentation in

NeRF without using ground-truth segmentation information

during inference. Extensive experiments and ablation stud-

ies are performed on a synthetic indoor NeRF dataset to

demonstrate the effectiveness of our method. We perform

comparison to relevant 2D segmentation methods and prior

works in NeRF segmentation. As one of the first successful

attempts on 3D instance segmentation in NeRF, we believe

that our Instance-NeRF will contribute significantly to fun-

damental research on detection, segmentation in NeRF, as

well as down-stream applications leveraging NeRF repre-

sentation.
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