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Abstract
Point-, voxel-, and range-views are three representative

forms of point clouds. All of them have accurate 3D measure-
ments but lack color and texture information. RGB images
are a natural complement to these point cloud views and
fully utilizing the comprehensive information of them ben-
efits more robust perceptions. In this paper, we present a
unified multi-modal LiDAR segmentation network, termed
UniSeg, which leverages the information of RGB images
and three views of the point cloud, and accomplishes seman-
tic segmentation and panoptic segmentation simultaneously.
Specifically, we first design the Learnable cross-Modal
Association (LMA) module to automatically fuse voxel-view
and range-view features with image features, which fully
utilize the rich semantic information of images and are ro-
bust to calibration errors. Then, the enhanced voxel-view
and range-view features are transformed to the point space,
where three views of point cloud features are further fused
adaptively by the Learnable cross-View Association mod-
ule (LVA). Notably, UniSeg achieves promising results in
three public benchmarks, i.e., SemanticKITTI, nuScenes,
and Waymo Open Dataset (WOD); it ranks 1st on two chal-
lenges of two benchmarks, including the LiDAR semantic
segmentation challenge of nuScenes and panoptic segmen-
tation challenges of SemanticKITTI. Besides, we construct
the OpenPCSeg codebase, which is the largest and most
comprehensive outdoor LiDAR segmentation codebase. It
contains most of the popular outdoor LiDAR segmentation
algorithms and provides reproducible implementations. The
OpenPCSeg codebase will be made publicly available at
https://github.com/PJLab-ADG/PCSeg.

1. Introduction
LiDAR-based semantic segmentation, whose objective

is to assign a semantic label to each input point, acts as an
*Work performed during an internship at Shanghai AI Laboratory.
†Corresponding authors.

essential component in autonomous driving, digital cities,
and service robots [16, 18, 21, 37]. With the advent of deep
learning, an enormous amount of methods [38, 62, 32, 31,
20, 48, 9, 52, 6, 5, 23, 22] have been proposed and quickly
dominate various benchmarks, such as SemanticKITTI [1]
and nuScenes [3, 15].

Point cloud and RGB images are two frequently used
modalities. As depicted in Fig. 1 (a), different modalities
have their own merits and drawbacks. Point cloud provides
reliable and accurate depth information, and can be pro-
cessed in different views, e.g., point-view, voxel-view, and
range-view. Specifically, point-view representation main-
tains the complete point information but is inefficient in
capturing the neighboring point features due to the unstruc-
tured point locations. Voxel-view methods rasterize the point
cloud into voxel cells that retain regular structure but suffer
from severe voxelization loss especially when the voxel size
is large. Range-view representations are dense and compact,
which can be efficiently processed by highly optimized 2D
convolution. However, the spherical projection inevitably
destroys the original 3D geometric information. As for the
RGB image, it embraces rich color and texture information,
but can not provide precise spatial information.

Apparently, the input data from multi-modality and mul-
tiple views of the point cloud are supplementary to each
other. Therefore, fully utilizing the comprehensive infor-
mation benefits a more robust perception. However, such
a cross-modal and cross-view fusion paradigm is not fully
explored in LiDAR segmentation [14, 28, 48, 52]. Current
multi-modal fusion methods are concentrated on the fusion
of RGB and range images [14, 28, 24]. Other representa-
tions such as voxel- and point-views of the LiDAR point
cloud, which maintain original data structure and provide
fine-grained spatial information, are ignored in prior meth-
ods. Besides, they typically fuse the image and point cloud
in a hard association manner through calibration matrices,
thus being vulnerable to calibration errors [25].

In this paper, to address the aforementioned problems,
we make the first attempt to dynamically fuse four differ-
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Figure 1: (a) Merits of different modalities. RGB images provide rich color, texture, and semantic information while point
cloud embraces precise 3D positions of various objects. The pedestrian highlighted by the red rectangle is hard to find in
the image but is visible in the point cloud. The combination of multi-modality and multi-views benefit a more robust and
comprehensive perception. (b) Comparison of UniSeg with various competitive LiDAR segmentation algorithms on three
challenges of SemanticKITTI and nuScenes benchmarks. The red pentagram, blue triangles, yellow circles, and green squares
denote UniSeg, multi-view methods, uni-modal methods, and multi-modal ones, respectively. The selected baselines include
state-of-the-art algorithms such as 2DPASS [52], RPVNet [48], Panoptic-PHNet [30], and LidarMultiNet [53].

ent modalities of data (voxel-, range-, and point-views of
the point cloud and RGB images) for more robust and ac-
curate perception. More formally, we propose a Learnable
cross-Modal Association (LMA) and a Learnable cross-View
Association module (LVA) to effectively fuse the different
modalities inputs. Specifically, we first fuse the image fea-
tures with range- and voxel-view point features through the
LMA in a soft association schema with the deformable cross-
attention [59] operation and alleviate calibration errors. Next,
the image-enhanced range- and voxel-view features are trans-
ferred into the point-view feature, and all three views of point
cloud features are fused adaptively by the LVA module.

Equipped with LMA and LVA, we design a unified net-
work, dubbed UniSeg, for various semantic scene under-
standing tasks, i.e., semantic, and panoptic segmentation.
Extensive experimental results verify the generalizability
of UniSeg across different tasks. As shown in Fig. 1 (b),
UniSeg ranks 1st in two open challenges. It achieves
75.2 mIoU (semantic segmentation) and 67.2 PQ (panoptic
segmentation) in SemanticKITTI; and 83.5 mIoU (seman-
tic segmentation) and 78.4 PQ (panoptic segmentation) in

nuScenes. The appealing performance strongly demonstrates
the efficacy of our multi-modal fusion framework.

Besides, considering that many popular outdoor LiDAR
segmentation methods [9, 48, 20, 30] either do not provide
official implementations or the performance is difficult to
reproduce, we construct the OpenPCSeg codebase which
aims to provide reproducible and uniform implementations.
We have benchmarked 14 competitive LiDAR segmenta-
tion algorithms and the reproduced performance of these
algorithms all surpasses the reported value.

The contributions of our work are summarized as follows.

• We propose a unified multi-modal fusion network for
LiDAR segmentation, leveraging the information of
RGB images and three views of the point cloud for
more accurate and robust perception.

• Our approach ranks 1st on two challenges of Se-
manticKITTI and nuScenes, strongly demonstrating
the efficacy of the proposed multi-modal network.

• The largest and most comprehensive outdoor LiDAR
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segmentation codebase dubbed OpenPCSeg will be re-
leased to facilitate related research.

2. Related Work
2.1. LiDAR-Based Semantic Scene Understanding

Semantic segmentation [48, 9, 20, 62, 61, 43, 52, 27, 26,
7, 8, 4, 34, 36, 50, 24] and panoptic segmentation [19, 30]
are two basic tasks for LiDAR-based semantic scene under-
standing. LiDAR semantic segmentation aims to assign a
class label to each point in the input point cloud sequence.
LiDAR panoptic segmentation performs semantic segmenta-
tion and instance segmentation on the stuff class and thing
class, respectively. The majority of the LiDAR segmentation
approaches take the point cloud as the sole input signal. For
instance, Cylinder3D [62, 61, 20] divides the point cloud
with cylindrical partition and feeds these cylinder features
into the UNet-based segmentation backbone. SPVCNN [43]
introduces the point branch to complement the original voxel
branch and performs pointwise segmentation based on the
fused point-voxel features. LidarMultiNet [53] unifies Li-
DAR semantic segmentation, panoptic segmentation, and
3D object detection in one network and achieves impressive
perception performance. The preceding methods ignore the
rich information contained in RGB images, thus yielding
sub-optimal performance. On the contrary, our UniSeg takes
all modalities and all views of the point cloud into account
and can benefit from the merits of all input signals.

2.2. Multi-Modal Sensor Fusion

Since the uni-modal signal has its own shortcomings,
multi-modal fusion is gaining increasing attention in recent
years [63, 14, 28]. Zhuang et al. [63] projects the point cloud
into the perspective view and fuses the multi-modal features
through the residual-based fusion module. El Madawi et
al. [14] performs early fusion and middle fusion of the range
images and re-projected RGB images. Krispel et al. [28]
incorporates the image features into the range-image-based
backbone via the calibration matrices. The above-mentioned
approaches merely perform one-to-one multi-modal fusion
and cannot fully utilize the rich semantic information of
RGB images. And these methods yield inferior performance
when the calibration matrices are inaccurate. By contrast,
our method can achieve more adaptive multi-modal feature
fusion and relieve point-pixel misalignment using the pro-
posed learnable cross-modal association module.

3. The OpenPCSeg Codebase
In the outdoor LiDAR segmentation field, many popu-

lar semantic segmentation algorithms [9, 48, 30, 20] either
do not release their official implementations or the released
codes are difficult to reproduce the reported performance.
Currently, only a few open-sourced projects have provided

Table 1: Comparisons between existing codebase.

Codebase Task Task Difficulty #Method

MMDetection3D Indoor Seg Relatively Easy 3
OpenPCSeg Outdoor Seg Difficult 14

the implementations of LiDAR segmentation models such
as the well-known mmdetection3d project [12]. However,
it only includes some classical indoor LiDAR segmentation
algorithms. A brief comparison between mmdetection3d
and our OpenPCSeg is presented in Table 1. To facilitate
the research in the outdoor LiDAR segmentation area, we
construct the largest and most comprehensive OpenPCSeg
codebase that contains the reproducible implementations of
these competitive LiDAR segmentation models. OpenPCSeg
is built upon the noted OpenPCDet [44] project. Considering
the fact that many implementation details are missing in the
original paper, constructing such a codebase is non-trivial.
It takes us around one year to build the codebase through
an enormous number of experiments to determine the opti-
mal selection of hyperparameters, data augmentations, op-
timizers, learning rate schedules, data pre-processing, and
post-processing strategies, etc. Till now, we have success-
fully reproduced more than ten competitive outdoor LiDAR
segmentation algorithms, such as SalsaNext [13], Cylin-
der3D [62], RPVNet [48] and SPVCNN [35]. The repro-
duced performance of these algorithms all surpasses the
reported value in their original publications. The chosen
datasets include SemanticKITTI [1] and nuScenes [3, 15].
The selected tasks contain LiDAR semantic segmentation
and panoptic segmentation. We provide a full suite of train-
ing and inference protocols for these algorithms to ensure
reproducibility. The complete performance comparison and
additional information on the OpenPCSeg codebase are in
the Appendix.

4. Methodology

4.1. Framework Overview

UniSeg takes point cloud (voxel-, range- and point-views)
and RGB images as input and performs semantic segmenta-
tion and panoptic segmentation in a single network. Specif-
ically, the input point cloud is X ∈ RN×3 and the input
image is I ∈ RH×W×3. N is the number of points, H
and W are the height and width of the image, respectively.
We obtain the range image representation by performing
the spherical projection on the point cloud. The range im-
age is fed to a range-view-based backbone to extract range
image features FR ∈ RHR×WR×CR . HR, WR, and CR

are the height, width, and number of channels of the range
image feature, respectively. Then, we extract the point fea-
tures FP ∈ RN×Cp via a series of Multi-Layer Perceptrons
(MLPs), where Cp is the number of channels of the point
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Figure 2: Framework overview. UniSeg takes four signals as input, i.e., point cloud (voxel-, range- and point-views) and
RGB images. Given the input point cloud, the range-, voxel-, and point-view features are produced by a 2D range encoder, a
3D voxel encoder, and MLPs, respectively. For the voxel features and range image features, we fuse them with the RGB image
features (VI and RI) via the proposed learnable cross-modal association (LMA) module. Then, for the range image features
and voxel features, we project them to the point space via the range-image-to-point transformation Tr2p and voxel-to-point
transformation Tv2p. Features of these three views of the point cloud are fused (RPV) by the learnable cross-view association
(LVA) module and we perform fusion at different layers to leverage both low-level and high-level information.

features. The voxel features FV ∈ RNv×Cp are produced by
the voxelization process that performs max pooling on the
point features in one voxel. Nv is the number of non-empty
voxels. The input image is fed to a ResNet-based architec-
ture to extract the image features FI ∈ RHI×WI×CI . HI ,
WI , and CI are the height, width, and number of channels
of the image feature, respectively.

Our method consists of two modules, i.e., Learnable cross-
Modal Association (LMA) and Learnable cross-View Asso-
ciation (LVA). The LMA module copes with the voxel-image
fusion and range-image fusion, and the LVA module con-
centrates on range-point-voxel fusion. In what follows, we
present LMA and LVA in detail.

4.2. Learnable Cross-Modal Association

Point-Image Calibration. We build the correspondence
between the points and RGB image pixels via camera cal-
ibration matrices. Specifically, for each point coordinate
(xi, yi, zi), the corresponding pixel (ui, vi) is found by the
following:

[ui, vi, 1]
T =

1

zi
· S · T · [xi, yi, zi, 1]

T, (1)

where T ∈ R4×4 is the camera extrinsic matrix that consists
of a rotation matrix and a translation matrix, and S ∈ R3×4

is the camera intrinsic matrix. Here, we denote this pixel
(ui, vi) as calibrated pixel pi and the corresponding image
feature as calibrated image feature F I

i .
Voxel-Image Fusion. Previous multi-modal fusion ap-
proaches [14, 28] heavily rely on imperfect camera cali-
bration matrices, which are vulnerable to calibration errors.
Inspired by deformable detr [60], we adaptively fuse the
voxel features with image features to alleviate the calibration
errors. As shown in Fig. 3, the voxel coordinate is the voxel
centre, and the calibrated image pixel is calculated by Equa-
tion 1. Next, we estimate the image pixel offsets from the
calibrated image pixel, and then we fuse the selected image
feature with the corresponding voxel feature as follows:

F I
i,l = F I(pi +∆pi,l),

F̂V
i =

M∑
m=1

Wm

[
L∑

l=1

Ai,l,m · (W ′

mF I
i,l)

]
,

(2)

where F I is the image feature, F I
i,l are the sampled image

features and F̂V
i is the image-enhanced voxel feature. Wm

and W
′

m are the learnable weights, m indexes the atten-
tion head, M is the number of self-attention heads and L
is the total number of sampled image features. ∆pi,l and
Ai,l,m denote the sampling offset and attention weight of
the l-th sampled image feature in the m-th attention head,
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Figure 3: Voxel-Image Fusion. For each voxel feature FV
i ,

We first calculate the calibrated image feature F I
i based on

the voxel center and calibration matrices. Then, we leverage
learned offsets to sample L image features. The voxel feature
is treated as Query, and the sampled image features are
denoted as Key and Value. The voxel and sampled image
features are fed to the multi-head cross-attention module to
obtain image-enhanced voxel features. These features are
concatenated with the original features to produce the final
fused features.

respectively. Both are obtained by performing the linear pro-
jection on the voxel feature FV

i . We concatenate the image-
enhanced voxel feature F̂V

i with the original voxel feature to
obtain the final fused voxel feature F̂V

i ∈ RN×2Cf , where
Cf is the number of channels of the voxel feature. Therefore,
the voxel feature will automatically find the most relevant
image features to fuse. Note that those voxel features that do
not have the corresponding image features will be appended
with zero vectors.
Range-Image Fusion. As to the range-image fusion, we fol-
low the same process with voxel-image fusion (Equation 2),
thus producing the final image-enhanced range-view features
F̂R ∈ RHR×WR×Cf .

4.3. Learnable Cross-View Association

After the learnable cross-modal association module, we
obtain the image-enhanced voxel- and range-view features.
For the range-, point-, voxel-view features fusion, we first
apply the range-to-point transformation Tr2p and voxel-to-
point transformation Tv2p on the range-, voxel-view features
to transfer them into the point-view respectively. And we
propose a learnable cross-view association module to dynam-
ically integrate these three modalities’ features, as shown in
Fig. 4.

Specifically, in the Tr2p and Tv2p transformations, since
the number of voxel features and range image features is
smaller than the number of points, directly appending all-
zero vectors to voxel features and range image features yields
sub-optimal performance. To address the aforementioned
quantity mismatch problem, we resort to trilinear interpola-
tion and bilinear interpolation to generate interpolated voxel
features and pseudo range image features, respectively.

After these transformations, we obtain the point-wise
voxel features F̂V ∈ Rm×Cf , point-wise range image fea-
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��2�

��2�
��������

Figure 4: Learnable cross-View Association (LVA). Voxel
and range image features are first mapped to the point space
where interpolations are employed to address the quantity
mismatch problem through Tv2p and Tr2p transformations.
Given voxel-, point- and range-view features, the LVA ex-
tracts its global representation and view-wised adapted fea-
tures. Via a residual connection, the cross-view fused feature
is obtained and projected back to the original voxel and range
image space through Tp2v and Tp2r transformations.

tures F̂R ∈ Rm×Cf and point features F̂P ∈ Rm×Cf .
And we concatenate them to produce the multi-view feature
FM ∈ Rm×3Cf . Then FM is weighted by the learnable
parameters Wv and obtains the compact global point feature
via the first two layers of LVA, i.e., MLPg , as follows:

F̂M
global = ReLU(MLPg(Wv(concat(F̂

V , F̂R, F̂P )))),
(3)

where F̂M
global ∈ Rm×Cf .Through this cross-view aggrega-

tion, multi-view features fuse into a summative representa-
tion. After that, the view-wise adapted feature is generated
from the globally enhanced features F̂M

global and adds its
original features of different views which are obtained by a
residual connection as follows:

F̂M
i = F̂i +ReLU(MLPv(F̂

M
global)), (4)

where F̂i ∈ Rm×Cf denotes the original feature in point
space for view i. On the one hand, F̂M

i provides global
adapted features into F̂i for a better representation of three
different views. On the other hand, the residual style com-
bines the benefits of multi-view knowledge with those of its
advantages, which further encourages cross-view interaction.
The final cross-view feature F̂M

i is projected back to the
original voxel and range image space by the Tp2v and Tp2r

transformations respectively.

4.4. Task-Specific Heads

The fused features obtained by the LMA and LVA mod-
ules will be fed to the classifier to produce the semantic seg-
mentation predictions. The semantic predictions are passed
to the panoptic head to estimate instance centre positions and
offsets of the thing class, producing the panoptic segmenta-
tion results. Detailed panoptic segmentation implementation
is described in the supplementary material.
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Table 2: Quantitative results of UniSeg and SoTA LiDAR semantic segmentation methods on the SemanticKITTI test set.
Method mIoU car bicy moto truc o.veh ped b.list m.list road park walk o.gro build fenc veg trun terr pole sign

AMVNet [33] 65.3 96.2 59.9 54.2 48.8 45.7 71.0 65.7 11.0 90.1 71.0 75.8 32.4 92.4 69.1 85.6 71.7 69.6 62.7 67.2
JS3C-Net [51] 66.0 95.8 59.3 52.9 54.3 46.0 69.5 65.4 39.9 88.9 61.9 72.1 31.9 92.5 70.8 84.5 69.8 67.9 60.7 68.7
SPVNAS [43] 66.4 97.3 51.5 50.8 59.8 58.8 65.7 65.2 43.7 90.2 67.6 75.2 16.9 91.3 65.9 86.1 73.4 71.0 64.2 66.9

Cylinder3D [62] 68.9 97.1 67.6 63.8 50.8 58.5 73.7 69.2 48.0 92.2 65.0 77.0 32.3 90.7 66.5 85.6 72.5 69.8 62.4 66.2
AF2S3Net [9] 69.7 94.5 65.4 86.8 39.2 41.1 80.7 80.4 74.3 91.3 68.8 72.5 53.5 87.9 63.2 70.2 68.5 53.7 61.5 71.0
RPVNet [48] 70.3 97.6 68.4 68.7 44.2 61.1 75.9 74.4 73.4 93.4 70.3 80.7 33.3 93.5 72.1 86.5 75.1 71.7 64.8 61.4

SDSeg3D [29] 70.4 97.4 58.7 54.2 54.9 65.2 70.2 74.4 52.2 90.9 69.4 76.7 41.9 93.2 71.1 86.1 74.3 71.1 65.4 70.6
GASN [54] 70.7 96.9 65.8 58.0 59.3 61.0 80.4 82.7 46.3 89.8 66.2 74.6 30.1 92.3 69.6 87.3 73.0 72.5 66.1 71.6
PVKD [20] 71.2 97.0 67.9 69.3 53.5 60.2 75.1 73.5 50.5 91.8 70.9 77.5 41.0 92.4 69.4 86.5 73.8 71.9 64.9 65.8

2DPASS [52] 72.9 97.0 63.6 63.4 61.1 61.5 77.9 81.3 74.1 89.7 67.4 74.7 40.0 93.5 72.9 86.2 73.9 71.0 65.0 70.4
RangeFormer [24] 73.3 96.7 69.4 73.7 59.9 66.2 78.1 75.9 58.1 92.4 73.0 78.8 42.4 92.3 70.1 86.6 73.3 72.8 66.4 66.6

UniSeg (Ours) 75.2 97.9 71.9 75.2 63.6 74.1 78.9 74.8 60.6 92.6 74.0 79.5 46.1 93.4 72.7 87.5 76.3 73.1 68.3 68.5

Table 3: Quantitative results of UniSeg and SoTA LiDAR semantic segmentation methods on the nuScenes test set.
Method mIoU barr bicy bus car const motor ped cone trail truck driv other walk terr made veg

PMF [63] 77.0 82.0 40.0 81.0 88.0 64.0 79.0 80.0 76.0 81.0 67.0 97.0 68.0 78.0 74.0 90.0 88.0
Cylinder3D [62] 77.2 82.8 29.8 84.3 89.4 63.0 79.3 77.2 73.4 84.6 69.1 97.7 70.2 80.3 75.5 90.4 87.6

AMVNet [33] 77.3 80.6 32.0 81.7 88.9 67.1 84.3 76.1 73.5 84.9 67.3 97.5 67.4 79.4 75.5 91.5 88.7
SPVCNN [43] 77.4 80.0 30.0 91.9 90.8 64.7 79.0 75.6 70.9 81.0 74.6 97.4 69.2 80.0 76.1 89.3 87.1
AF2S3Net [9] 78.3 78.9 52.2 89.9 84.2 77.4 74.3 77.3 72.0 83.9 73.8 97.1 66.5 77.5 74.0 87.7 86.8
2D3DNet [17] 80.0 83.0 59.4 88.0 85.1 63.7 84.4 82.0 76.0 84.8 71.9 96.9 67.4 79.8 76.0 92.1 89.2

GASN [54] 80.4 85.5 43.2 90.5 92.1 64.7 86.0 83.0 73.3 83.9 75.8 97.0 71.0 81.0 77.7 91.6 90.2
2DPASS [52] 80.8 81.7 55.3 92.0 91.8 73.3 86.5 78.5 72.5 84.7 75.5 97.6 69.1 79.9 75.5 90.2 88.0

LidarMultiNet [53] 81.4 80.4 48.4 94.3 90.0 71.5 87.2 85.2 80.4 86.9 74.8 97.8 67.3 80.7 76.5 92.1 89.6

UniSeg (Ours) 83.5 85.9 71.2 92.1 91.6 80.5 88.0 80.9 76.0 86.3 76.7 97.7 71.8 80.7 76.7 91.3 88.8

4.5. Overall Objective

The overall loss function is comprised of four terms,
i.e., the cross-entropy loss, the Lovasz-softmax loss [2], the
heatmap regression via MSE loss, and the offset map regres-
sion by L1 loss, i.e.,

L =Lwce + αLlovasz + βLheatmap + γLoffset, (5)

where α, β, and γ are the loss coefficients to balance the
effect of each loss term.

5. Experiments
Datasets. Following the practice of popular LiDAR segmen-
tation models [62, 19, 20], we conduct experiments on three
popular benchmarks, i.e., nuScenes [3, 15], SemanticKITTI
[1], and Waymo Open [41]. For nuScenes, it consists of 1000
driving scenes where 850 scenes are selected for training
and validation, and the remaining 150 scenes are taken as
the testing split. 16 classes are utilized for LiDAR semantic
segmentation after merging similar classes and eliminating
infrequent classes. As to SemanticKITTI, it has 22 point
cloud sequences. Sequences 00 to 10, 08, and 11 to 21 are
used for training, validation, and testing, respectively. 19
classes are chosen for training and evaluation after merging
classes with distinct moving statuses and discarding classes
with very few points. The Waymo Open Dataset (WOD)
has 798, 202, and 150 sequences for training, validation,
and testing, respectively. The duration of each sequence is

20 seconds and the frame rate is 10 Hz. However, for the
3D semantic segmentation task, not all frames are provided
with 3D segmentation annotations. Specifically, only the
last frame of a fixed number of frames is annotated. The
number of annotated frames for training and validation is
23691, and 5976, respectively. The total number of classes is
23, including one ignored and 22 valid semantic categories.
Note that both the first return and second return of the point
cloud need to be segmented.
Evaluation Metrics. Following the practice of [20, 62], we
adopt the Intersection-over-Union (IoU) of each class and
mIoU of all classes as the evaluation metric. The IoU of class
i is calculated via IoUi =

TPi

TPi+FPi+FNi
, where TPi, FPi

and FNi denote the true positive, false positive and false
negative of class i, respectively. For panoptic segmentation,
we adopt the Panoptic Quality (PQ) as the main metric.
Implementation Details. For the point cloud branch,
we first construct the point-voxel backbone based on the
Minkowski-UNet34 [10]. Then, we add the range-image
branch, i.e., SalsaNext [13], to the point-voxel network and
perform point-voxel-range fusion at four levels. The number
of training epochs is set as 36 and the initial learning rate is
set as 0.12. We use SGD as the optimizer. We use 1 epoch
to warm up the network and adopt the cosine learning rate
schedule for the remaining epochs. The momentum is set at
0.9 and weight decay is set at 0.0001. The voxel size is set
as 0.05 for SemanticKITTI and WOD, and 0.1 for nuScenes.
The gradient norm clip is set to 10 to stabilize the training
process. α, β and γ are set as 1, 100, and 10, respectively. As
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Table 4: Quantitative results of UniSeg and SoTA LiDAR
panoptic segmentation methods on SemanticKITTI test set.

Method PQ

Panoptic-PolarNet [57] 54.1
DS-Net [19] 55.9
EfficientLPS [40] 57.4
GP-S3Net [39] 60.0
SCAN [49] 61.5
Panoptic-PHNet [30] 64.6

UniSeg (Ours) 67.2

Table 5: Quantitative results of UniSeg and SoTA LiDAR
panoptic segmentation methods on nuScenes test set.

Method PQ

EfficientLPS [40] 62.4
Panoptic-PolarNet [57] 63.6
SPVNAS [43] + CenterPoint [55] 72.2
Cylinder3D++ [62] + CenterPoint [55] 76.5
AF2S3Net [9] + CenterPoint [55] 76.8
SPVCNN++ [43] 79.1
LidarMultiNet [53] 81.4
Panoptic-PHNet [30] 81.5

UniSeg (Ours) 78.4

to data augmentation of the point cloud branch, we employ
random flip, random scaling, random translation as well as
LaserMix [27] and PolarMix [47] to increase the diversity
of training samples. For the RGB image branch, we use
ImageNet-pretrained ResNet-34 as the feature extractor. The
parameters in the image branch are trainable. More details
are put in the supplementary.
Multi-Modal Fusion Baselines. We take classical early
fusion, PointPainting [45] and PointAugmenting [46] as
multi-modal fusion baselines. Early fusion conducts input-
level fusion and we select two early fusion variants, i.e.,
addition and concatenation of input signals. PointPainting
appends the point cloud with the semantic segmentation
scores while PointAugmenting fuses the point cloud with
the image features of the segmentation branch.

5.1. Comparative Study

Quantitative Results. We summarize the performance
of UniSeg and state-of-the-art LiDAR segmentation meth-
ods in Table 2-6. For LiDAR semantic segmentation, our
UniSeg outperforms the competitive 2DPASS [52] by 2.3
mIoU. For classes of bicycle, motorcycle, and other vehi-
cles, UniSeg is at least 8 IoU higher than 2DPASS [52]. As
to panoptic segmentation, UniSeg achieves 67.2 PQ, sur-
passing the rival Panoptic-PHNet [30] by 2.6 PQ. On the
nuScenes benchmark, UniSeg obtains 83.5 mIoU on the
LiDAR semantic segmentation task and outperforms the sec-

Table 6: Quantitative results of UniSeg and SoTA LiDAR se-
mantic segmentation methods on the WOD val set. Methods
with * denote our implementations.

Method mIoU

Point Transformer* [56] 63.3
Cylinder3D* [62] 66.0
SPVCNN* [43] 67.4

UniSeg (Ours) 69.6

Table 7: The comparisons between efficiency (run-time) and
accuracy (mIoU) on the SemanticKITTI val set.

Method #Param Latency mIoU

Cylinder3D [62] 56.3M 75.1ms 65.9
MinkowskiNet [11] 21.7M 48.4ms 61.1

SPVCNN [43] 21.8M 52.4ms 63.8

UniSeg 0.2× (Ours) 28.8M 84.6ms 67.0
UniSeg 1.0× (Ours) 147.6M 145.0ms 71.3

Table 8: Comparison with different multi-modal feature
fusion strategies on the SemanticKITTI val set. Methods
with * denote our implementations.

Method mIoU ∆

Early Fusion Add (Baseline) 70.1 +0.0

Early Fusion Concat 69.4 −0.7
PointPainting* [45] 70.4 +0.3
PointAugmenting* [46] 70.5 +0.4

LMA (Ours) 71.3 +1.2

ond place, i.e., LidarMultiNet [53], by 2.1 mIoU. As for
panoptic segmentation, our UniSeg achieves 78.4 PQ and is
on par with competitive panoptic segmentation algorithms
such as SPVCNN++. Encouraging results are also observed
in the WOD val set. UniSeg obtains 69.6 mIoU and is 2.2
mIoU higher than SPVCNN[43]. The impressive experimen-
tal results strongly prove the effectiveness of the presented
multi-modal fusion network.
Comparisons of Efficiency and Accuracy. We provide
comparisons of efficiency and accuracy as shown in Table 7,
our UniSeg 0.2× achieves the best accuracy when the param-
eters and latency are comparable to other methods. Note that
UniSeg 0.2× is produced from the original UniSeg model
by pruning 80% channels for each layer. Besides, when
increasing the parameters, the accuracy is further improved
(UniSeg). All models are tested at NVIDIA A100 GPU.
Is the Implementation Optimal? We would like to show
that the implementation achieves the best performance af-
ter trials and errors. Specifically, For the LMA module:
considering the calibration errors caused by the imperfect
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Table 9: Influence of different modalities and views.

Voxel Point Range image RGB Image mIoU

✓ 68.4
✓ 13.7

✓ 55.8
✓ ✓ 69.7

✓ ✓ 58.1
✓ ✓ 68.5
✓ ✓ ✓ 69.7

✓ ✓ ✓ ✓ 71.3

Table 10: Robustness on the SemanticKITTI val set. The
symbol * denotes calibration matrices with noises.

Method Add LMA Add* LMA*

mIoU 70.1 71.3 68.5 71.0

calibration matrices between the LiDAR and the camera. We
have made several attempts to alleviate this issue (Table 8).
Firstly, we directly added or concatenated the image-point
feature, and achieved +0.4 mIoU and -0.3 mIoU, respectively.
Secondly, we adopt PointPainting [45] and PointAugment-
ing [46] to fuse feature, the improvement is 0.7 mIoU and 0.8
mIoU, respectively, but these fusion methods are sensitive to
calibration errors. Thirdly, We tried the Self-attention opera-
tion. However, it suffers from the high computational cost
introduced by the global-wise attention calculation. Lastly,
we adopt the Deformable cross-attention in our method due
to its efficiency and effectiveness. As shown in Table 8, the
LMA module improved 1.6 mIoU and outperformed add,
concatenate, PointPainting, and PointAugmenting by 1.2,
1.9, 0.9, and 0.8 in mIoU, respectively.

For LVA module: We explore how to leverage the ad-
vantages of different modality data. Firstly, we conduct the
baseline method, i.e., it transfers all modality data into the
point-view and then directly adds or concatenates them, the
performance is 70.4 mIoU and 70.5 mIoU, respectively. Sec-
ondly, we tried self-attention for feature fusion but could not
achieve improvement. Lastly, we design the LVA module
to adaptively fuse the different modality data based on the
learned attention weights. As shown in Table 11, the im-
provement is 0.9 mIoU compared to the direct addition and
concatenation.

5.2. Ablation Study

We perform an ablation study to verify the effect of each
modality/view and different cross-view fusion variants on the
final performance. The following experiments are conducted
in the SemanticKITTI validation set.
Effect of Each Modality. We summarize the influence of
each modality as well as their combinations on the final per-
formance in Table 9. From the first three rows, we can see

Table 11: Comparisons among cross-view fusion strategies.

Method mIoU ∆

Add (Baseline) 70.4 +0.0

Concat 70.5 +0.1
Self-Attention 70.4 +0.0

LVA 71.3 +0.9
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Figure 5: Comparison between the single-modal baseline
and UniSeg with different distances on SemanticKITTI.

that the voxel branch exhibits much better performance than
the other two representations, showing the indispensable role
of the voxel representation. Fusing three views of the point
cloud with images yield the best performance, demonstrat-
ing the value of every single modality on the segmentation
results. Besides, our UniSeg also outperforms the single-
modal baseline in different distances (Fig. 5). Obviously,
the baseline degrades at a long distance due to more sparsity.
And UniSeg consistently outperforms the uni-modal base-
line, strongly demonstrating the value of the multi-modal
representation.

Fusion Strategies. We compare our proposed LMA module
with other fusion strategies as shown in Table 8, it brings a
larger improvement than other methods and outperforms 1.2
mIoU than baseline. Notably, when we used UniSeg 0.2×
to compare the LMA module with PointPainting, the LMA
module was 1.5 mIoU higher than PointPainting, which
directly demonstrates the benefits of the LMA module. With
the help of the LVA module, the point-, voxel-, and range-
view features are more effectively fused compared with other
fusion methods as shown in Table 11.

Robustness to calibration error. We add Gaussian noise to
the calibration matrices to evaluate the robustness. As shown
in Table 10, UniSeg drops 0.3 mIoU while the addition
operation drops 1.6 mIoU, indicating the LMA module is
more tolerant to calibration noise.
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Figure 6: Qualitative comparisons with SPVCNN [42] and PolarNet [58] through error maps. To highlight the differences,
the correct / incorrect predictions are painted in gray / red, respectively. Each scene is visualized from the LiDAR bird’s eye
view and covers a region of size 50m by 50m, centered around the ego-vehicle. Best viewed in colors.

5.3. Qualitative Results

We provide qualitative comparisons with SPVCNN [42]
and PolarNet [58] through error maps in Fig. 6. Upon ex-
amining the results, it becomes evident that our approach
demonstrates superior performance while maintaining mini-
mal segmentation errors across each sampled frame.

6. Conclusion

We propose a unified multi-modal LiDAR segmentation
network, dubbed UniSeg, that makes the first attempt to take

RGB images and three views of the point cloud as input,
and performs semantic and panoptic segmentation simulta-
neously. To fully leverage the information of different modal-
ities data, we present the cross-Modal Association module
(LMA) and the Learnable cross-View Association module
(LVA). Equipped with LMA and LVA, UniSeg achieves com-
pelling performance in three popular LiDAR segmentation
benchmarks and ranks 1st in two open challenges.
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