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Abstract

Visual Transformers (ViTs) and Convolutional Neural
Networks (CNNs) are the two primary backbone struc-
tures extensively used in various vision tasks. Generat-
ing transferable adversarial examples for ViTs is difficult
due to ViTs’ superior robustness, while transferring ad-
versarial examples across ViTs and CNNs is even harder,
since their structures and mechanisms for processing im-
ages are fundamentally distinct. In this work, we propose
a novel attack method named Momentum Integrated Gradi-
ents (MIG), which not only attacks ViTs with high success
rate, but also exhibits impressive transferability across ViTs
and CNNs. Specifically, we use integrated gradients rather
than gradients to steer the generation of adversarial per-
turbations, inspired by the observation that integrated gra-
dients of images demonstrate higher similarity across mod-
els in comparison to regular gradients. Then we acquire
the accumulated gradients by combining the integrated gra-
dients from previous iterations with the current ones in a
momentum manner and use their sign to modify the per-
turbations iteratively. We conduct extensive experiments
to demonstrate that adversarial examples obtained using
MIG show stronger transferability, resulting in significant
improvements over state-of-the-art methods for both CNN
and ViT models.

1. Introduction

Vision Transformers (ViTs) have become increasingly
popular and are widely adopted [1, 4, 5, 11], following the
success of Convolutional Neural Networks (CNNs) [16, 25,
33, 34], due to their impressive performance. ViTs process
images as sequences of patches and use self-attention to
model global dependencies among them, while CNNs ex-
ploit spatial structures of images using convolutional filters
to capture local features like edges and textures. Regard-
less of these different image processing mechanisms used in
CNNs and ViTs, their widespread applications in visual do-
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Figure 1. Integrated gradients of original image (top row), ad-
versarial images generated with FGSM [14] (middle row) and
our Momentum Integrated Gradients (MIG) method (bottom row).
Adversarial examples are crafted on source model DeiT-S [43] and
used to attack target model ViT-B [11]. Compared to FGSM, ad-
versarial image generated using MIG exhibits more consistent in-
tegrated gradients on both source and target models, indicating that
MIG effectively interferes with both models, leading them to focus
on unimportant background regions rather than the main objects.

mains emphasize the importance of developing adversarial
examples that can attack both types of models, which helps
identify models’ vulnerabilities before their deployment in
real-world scenarios.

In adversarial attacks, a malicious attacker perturbs an
input image by applying a small, human-imperceptible per-
turbation to break the prediction of a machine learning
model [6, 12, 14, 49]. Depending on whether the attacker
has full access to the target victim model, adversarial attack
methods can be classified into two types, white-box attacks
and black-box attacks. Considering that the target models
are usually not so readily accessible, generating a transfer-
able adversarial example from a white-box surrogate model
and then transferring it to the target black-box model is a
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common strategy for attacking black-box models. There-
fore, the transferability of adversarial perturbations plays a
critical role in adversarial attacks.

However, due to the differences between ViTs and CNNs
mentioned earlier, previous attack methods designed for
CNNs show very limited transferability when applied to
ViTs. This leaves obstacles for attacking black-box ViTs us-
ing transfer-based attack schemes, especially because ViTs
are shown to be more robust than CNNs [3, 29] and few
adversarial attacks against ViTs have been studied.

In this work, we propose a novel attack method based
on Integrated Gradients and Momentum iterative strategy,
called Momentum Integrated Gradients (MIG) attack. MIG
can not only successfully attack both ViTs and CNNs, but
also show better transferability across models. That is, ad-
versarial perturbations generated on the white-box model
are still likely to cause the black-box target model make
mistakes, regardless of its architecture.

Specifically, we first employ Integrated Gradients (IG)
[39] method to compute the saliency score [19] of model
prediction with respect to input. The sign of integrated gra-
dients is then used to guide the updating of the perturba-
tions. As an attribution method, integrated gradients reflect
the sensitivity of model’s outputs to inputs at different loca-
tions. Intuitively, there should be more pronounced pertur-
bations at locations that have greater impacts on the model
to have a sufficient impact on output. Besides, IG satisfies
an excellent property implementation invariance, which fur-
ther improves the transferability of adversarial examples.

Furthermore, we update perturbations with momentum-
based iterative strategy to obtain better attack performance
as in [9]. This strategy is similar to momentum gradient de-
scent algorithm [31], where the gradient of the current iter-
ation is accumulated by adding the velocity vector obtained
from previous iterations. Applying momentum in MIG
helps accumulate the impact of historical gradients, speed-
ing up perturbation updating and making the loss function
increase faster. Additionally, it helps to iteratively jump out
of poor local optima caused by model-specific noise and
find the globally optimal perturbations. As a result, these
perturbations transfer better across different models.

As an example, we visualize integrated gradients for a
clean image and adversarial images generated using FGSM
[14] and MIG in Figure 1. Adversarial image using MIG ex-
hibits similar integrated gradients on both the source model
(DeiT-S [43]) and the target model (ViT-B [11]). This ob-
servation indicates that MIG effectively misleads both mod-
els to prioritize irrelevant regions instead of the main object.

We conduct extensive experiments on the ImageNet val
dataset [35]. Experiment results demonstrate that MIG sig-
nificantly enhances the transferability of adversarial exam-
ples across ViTs and CNNs. Compared to classical attacks
such as FGSM [14], PGD [26], advanced attack MI [9], and

even transfer-based attack methods specifically designed for
ViTs [28], MIG achieves state-of-the-art attack success rate
under a small perturbation budget.

We briefly summarize our main contributions as follows.

• We propose Momentum Integrated Gradients (MIG)
attack method based on Integrated Gradients and Mo-
mentum updating strategy, which can attack ViTs with
high transfer attack success rate.

• The transferability of adversarial perturbations gen-
erated using MIG outperforms SOTA attack methods
when transferring across ViT and CNN models, which
has been overlooked in prior research.

• We empirical demonstrate that attribution-based trans-
fer attacks are valid for ViTs. This suggests an intrinsic
connection between model interpretability and model
robustness against attacks.

2. Related Work
2.1. Robustness of Vision Transformer

There exist some studies demonstrating the superior ad-
versarial robustness of ViTs over CNNs [3, 29, 30]. Addi-
tionally, [36] shows that features learned by ViTs contain
less high-frequency patterns and are less sensitive to high-
frequency perturbations. [50] examines the role of self-
attention in learning robust representations and verifies it
as a contributor of the improved robustness.

As for transfer-based attacks towards ViTs, [27] finds
that model ensemble can improve robustness without sac-
rificing clean accuracy against a black-box adversary. [45]
and [27] show that existing transfer-based attacks struggle
to effectively transfer adversarial examples from CNNs to
ViTs, which can be attributed to the excellent robustness of
ViTs. Our experiments also support these findings.

2.2. Adversarial Attack

Adversarial attack methods can generally be classified
into white-box attacks [2, 13, 41] and black-box attacks [7,
18, 48], according to the amount of information available to
the adversary about the target model. In white-box attacks,
the malicious party can fully access to victim models and
construct adversarial examples using loss and gradients of
the victim models, like one-step fast gradient sign method
FGSM [14] and iterative gradient-based methods [26, 41].

Compared to white-box attacks, black-box attacks are
more challenging as they only have access to models’ out-
puts through queries. Some black-box methods utilize feed-
back from these queries to guide the generation of ad-
versarial examples, called query-based attacks [7, 8, 37].
Other approaches realize black-box attacks based on trans-
ferability of adversarial examples. For example, MI [9] en-
hances transferability by incorporating a momentum term
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Figure 2. An original image and the corresponding integrated gradients from ResNet-50 [16], Inception-v4 [40], DeiT-T [43] and ViT-T
[11], from left to right. Different models have similar integrated gradients distributions for the same image. Compared with CNN model,
ViTs process images as sequences of patches, so the distribution of integrated gradients is also patch-like. To provide a clearer illustration,
we smoothed the integrated gradients by adding random Gaussian noise to the original image five times and took their average.

and model logits ensemble, while DIM [47] applies random
resizing to inputs to address overfitting on white-box mod-
els. TIM [10] adopts a set of images to calculate gradients,
SIM [22] introduces the scale-invariant property to enhance
the transferability, and [18] combines several existing meth-
ods and uses integrated gradients to generate perturbations.
These methods focus exclusively on attacks against CNNs,
and all of them perform poorly on ViTs, even using ViTs
as source models. Recently, [28] utilizes self-ensemble and
token refinement to improve attack transferability for ViTs.
Different from these methods, our MIG method achieves
excellent transferability for both CNNs and ViTs, without
requiring any ensemble of models or inputs.

3. Methodology
In this section, we first introduce the motivation of using

integrated gradients and momentum iterative method, and
their preliminaries. Then we give a detailed description of
Momentum Integrated Gradients (MIG). We further demon-
strate that MIG can improve transferability across different
architectures (ViTs and CNNs), simply by appropriately en-
sembling only two models.

3.1. Capture Model-agnostic Critical Regions via
Integrated Gradients

Integrated gradients (IG) [39] is an axiomatic inter-
pretability method that attributes the prediction of a neural
network to its inputs. It calculates integrated gradients for
each pixel by approximating the integral of gradients along
the given path from a baseline image to the input image. In-
tuitively, these obtained gradients can be considered as the
importance or saliency scores [18, 19] for all pixels.

We describe the process of calculating integrated gradi-
ents first. Let f : Rn → [0, 1] represent a deep network
which classifies an input image x into a certain class with
probabilities. Suppose we have a baseline image b which
contains no valid information for this network. In practice,
the baseline image is usually a black image. Consider the
straight-line path in Rn from baseline b to input x, and com-
pute gradients at all points along the path. Integrated gradi-

ent along the i-th dimension for the input x and baseline b
is obtained by cumulating these gradients together:

IGi(f, x, b) = (xi − bi)×
∫ 1

ξ=0

∂f(b+ ξ × (x− b))
∂xi

dξ,

(1)
where ∂f(x)

∂xi
is the gradient of f(x) along the i-th di-

mension. For simplicity, we use IG(f, x, b) to represent
[IG0(f, x, b), IG1(f, x, b), . . . , IGn−1(f, x, b)], where n
is the total number of image pixels.

Compared to direct gradients and raw attentions, inte-
grated gradients satisfy a good property: Implementation
Invariance, which is the key factor to improve the transfer-
ability of adversarial perturbations between different mod-
els. Intuitively, if two networks produce identical outputs
for all inputs, even though they have distinct implementa-
tions, they are functionally equivalent. Implementation in-
variance implies that integrated gradients will be consistent
between such networks because they only depend on the in-
put and output of the model and are not influenced by imple-
mentation details, as shown in Equation 1. Therefore, when
IG is used to generate adversarial perturbations, two models
that are functionally equivalent should have the same out-
puts. Then the adversarial perturbation that is valid on the
source model should still be valid when transferred to the
target model. In practice, it’s difficult to obtain fully equiva-
lent models, but this property can qualitatively help explain
the enhancement of adversarial transferability brought by
IG, and empirical ablation experiments in Section 4.6 fur-
ther confirm its utility.

Figure 2 shows an example of integrated gradients of a
clean image across different models. Various models have
different integrated gradients for the same image, but all of
them highlight the salient regions and downplay the trivial
background areas. This observation inspires us to leverage
IG as a guiding signal for generating adversarial examples.

3.2. Speed Up Perturbation Update via Momentum

Since visual models typically have a large number of pa-
rameters, and the calculation of integrated gradients is also
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intricate, we leverage momentum iterative strategy to accel-
erate perturbation updating and prevent the algorithm from
being trapped in suboptimal regions due to model-specific
noise, similar to momentum gradient descent algorithms
[31, 32] and MI [9]. Traditional gradient-based attacks,
such as [14, 21], generate adversarial examples using only
the current gradient and not considering past steps. In con-
trast, the momentum method [31] accelerates the gradient
descent algorithm by accumulating the velocity vector in
the direction of the gradients from past iterations.

We apply this momentum strategy to our integrated-
gradients-based attack to produce stable adversarial exam-
ples faster and with improved transferability across various
models. Specifically, the accumulated integrated gradients
gt in the t-th iteration can be calculated as:

gt = µ ∗ gt−1 +
∆t

‖∆t‖1
, (2)

where gt−1 is the accumulated integrated gradients of the
previous iteration, ∆t is the integrated gradients of the cur-
rent iteration, and we normalize it by L1 norm before ad-
dition. We use a momentum factor, i.e., the decay factor µ
to regulate the decay rate of historical gradients. A lower µ
discounts older accumulated gradients faster.

3.3. Momentum Integrated Gradients Method

As described above, by introducing integrated gradients,
our method perturbs the most critical regions of the model’s
prediction in the model-agnostic attribution space. By in-
corporating momentum, previous gradients’ energy is accu-
mulated, and the speed can be maintained when entering flat
regions, preventing stagnation in poor local optima and re-
sulting in stable and optimal perturbations. We describe the
complete procedure of our proposed Momentum Integrated
Gradients (MIG) approach in Algorithm 1.

Note that although we only present the un-targeted at-
tack, we can easily modify it to be a targeted version.
Starting with a clean input image x and its corresponding
ground-truth label y, the un-targeted adversarial example
xadv can be expressed as follows:

f(xadv) 6= y, s.t. ‖x− xadv‖∞ ≤ ε, (3)

where ε is the perturbation budget of the adversarial attack.
Concretely, for an input image x, we use T iterations

to generate the adversarial example xadv with a total per-
turbation budget ε. In the t-th iteration, we first calculate
the integrated gradients of the model output with respect to
the current input xt−1. In practice, we approximate IG ef-
ficiently by summing up the gradients of the points along
the straight-line path from the baseline image b to the input
image x, which are spread sufficiently close to each other.

Algorithm 1: Momentum Integrated Gradients Attack.
Input: The source white-box model f , original clean

image x and its label y.
Parameter: The perturbation budget ε, iteration

number T , momentum factor µ and
baseline image b.

Output: Adversarial image xadv .

1 Initial accumulated integrated gradients g0 = 0;
2 x0 = x, α = ε

T ;
3 for t = 1 to T , do
4 // Calculate integrated gradients for xt−1:
5 ∆t = IG(f , xt−1, b);
6 // Update gt via momentum iterative method:
7 gt = µ ∗ gt−1 + ∆t

‖∆t‖1
8 // Update xt according to the sign of gt:
9 xt = Clipε{xt−1 + α · sign(gt)}

10 end
11 xadv = xT ;
12 Return xadv

Specifically, using the summation, we approximate IG as:

IGi(f, x, b) ≈ (xi − bi)×
s∑

k=1

∂f(b+ k
s × (x− b))
∂xi

× 1

s
,

(4)
where s is the order of approximation, i.e., the order of Tay-
lor expansion. A larger s implies a more accurate approxi-
mation, while the computational cost increases. We set s to
20 to achieve a balance between accuracy and efficiency.

We then update the accumulated gradients gt by gath-
ering the gradients from previous iterations with the current
integrated gradients in the momentum iterative manner. The
adversarial image xt then moves along the direction of the
sign of gt, with step size α = ε/T . After T iterations, the
final adversarial image xadv is generated.

3.4. MIG with Model Ensemble

Following Algorithm 1, MIG generates transferable per-
turbations on a white-box model, regardless of whether it is
a CNN or a ViT. Although using a single model already
shows good transfer attack ability, perturbations crafted
solely on a source model may be limited in its specific archi-
tecture, given the different ways in which CNNs and ViTs
process images. So we also support ensembling MIG with
two separate source models to overcome this limitation.

We investigate three ensemble strategies: perturbation
ensemble, logit ensemble, and integrated gradients (IG) en-
semble. In perturbation ensemble, we generate perturba-
tions separately using two source models and combine them
to obtain the final perturbation. In logit ensemble, we di-
rectly fuse the logits of two models like [9]. In IG ensem-
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ble, we compute the integrated gradients of two models and
fuse them to form the new IG for updating the perturbation.
The ensemble process can be summarized as:

z(x) =
∑M

m=1
wmzm(x), (5)

where zm(x) can be the perturbation, logit or IG of the m-
th model, wm is the ensemble weight with wm ≥ 0 and∑M
m=1 wm = 1, z(x) is the final ensembled term, and M is

the number of ensemble models. Specifically, we set M =
2 since ensembles of two models are effective enough.

While expanding MIG to a two-model ensemble is
straightforward, it can further improve the overall transfer-
ability beyond single-model MIG, especially in scenarios
where different model architectures are used. Subsequent
experiments in Section 4.5 empirically confirm the effec-
tiveness and convenience of this ensemble approach.

4. Experiments
4.1. Datasets and Evaluation

We evaluate the performance of MIG mainly on Ima-
geNet dataset [35], following [9, 18, 28]. Specifically, we
randomly sample 5,000 images from ImageNet val split
with 5 images per class, all of which can be correctly classi-
fied by all white-box source models. That is, on the source
models used to craft adversarial examples, these 5K images
can achieve 100% classification accuracy.

After generating adversarial examples on selected im-
ages using MIG, we measure the transferability of them
in terms of attack success rate (also known as fool rate),
i.e., we count the number of images that have successfully
fooled the target black-box model, and compute their ratio
to the overall images. We also use mean attack success rate
(MASR) to measure the overall performance of an attack
method across multiple target models.

4.2. Experiment Settings

We evaluate the transferability of adversarial examples
generated by different methods using CNNs and ViTs
as source (surrogate) models and target (victim) mod-
els, respectively, following [28]. For source models, we
study three vision transformers from DeiT family [43]
(DeiT-T, DeiT-S, and DeiT-B) due to their efficiency, as
well as three CNNs: VGG-19bn (VGG19) [38], MNAS
[42] and Inception-v4 (Incep-v4) [40]. For target mod-
els, we use three CNNs including DenseNet-201 (DN201)
[17], ResNet50-BiT-M (BiT) [20], and state-of-the-art Con-
vNeXt (CNeXt) [25], as well as five ViT models: ViT-S,
ViT-B, ViT-L [11], Transformer iN Transformer (TNT) [15]
and advanced Swin-Transformer (Swin) [24].

We compare MIG with widely-used and SOTA attacks,
including classic gradient-based attacks such as FGSM [14]

and PGD [26], as well as ensemble-based attack methods
including MI [9], PGD-RE [28] and MI-RE [28].

As for implementation details, we set ε = 16/255 as the
perturbation budget, to make a fair comparison with pre-
vious works [9, 28]. We by default set iteration numbers
T = 25 and momentum factor µ = 1. In Section 4.7,
we also evaluate the performance of MIG with other hyper-
parameter settings. We use pre-trained models provided in
Timm library [46]. All experiments are conducted on four
RTX 3090 GPUs.

4.3. Results of MIG with ViTs as Source Models

We first take DeiT family as source models to gener-
ate adversarial examples, and evaluate the attack success
rate of these examples on different target models, includ-
ing both CNNs and ViTs. Table 1 reports experiment re-
sults and demonstrates the effectiveness of MIG. Compared
to traditional non-ensemble methods such as FGSM and
PGD, MIG significantly improves the mean attack success
rate by more than 20%. For example, when using DeiT-B
as the source model, MIG outperforms FGSM by 47.77%
on CNNs, and 52.55% on ViTs, and outperforms PGD by
55.49% on CNNs and 40.58% on ViTs.

Our method also exceeds state-of-the-art ensemble-
based methods such as MI, PGD-RE and MI-RE, which
use ensembles of logits from different models or class to-
kens from different ViT blocks. For example, when using
DeiT-B as the source model, MIG achieves 30.12% better
MASR than MI and 10.93% than MI-RE when transferring
to CNNs, 21.92% better MASR than MI and 6.76% than
MI-RE when transferring to ViTs.

Moreover, MIG shows consistent improvements when
transferring to both CNN models and ViT models, while
previous attacks may perform well on only one class of
models but poorly on another.

4.4. Results of MIG with CNNs as Source Models

Given that CNNs are still the mainstream models for
various vision applications and easily accessible, the trans-
ferability of adversarial examples crafted on CNNs is also
worth investigating. In this section, we use VGG-19bn,
MNAS and Inception-v4 as source models and report the
transfer attack success rate in Table 2. Note that both PGD-
RE and MI-RE methods boost adversarial transferability
through token refinement, which is only meaningful for
ViTs, so we only compare MIG with the other three meth-
ods: FGSM, PGD and MI.

Results have illustrated that our method has a consis-
tent performance improvement compared to previous meth-
ods. For example, when using Inception-v4 as the source
model to generate adversarial examples, MIG increases the
MASR on CNNs from 34.56% (using FGSM) to 87.05%,
brings about 50% performance enhancement. For ViT mod-
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Table 1. Attack success rate (%) and mean attack success rate (MASR,%) of MIG and other attacks, using DeiTs [43] as source models.
Source Attack Target Model MASR MASR MASRModel Method DN201 BiT CNeXt ViT-S ViT-B ViT-L TNT Swin (CNNs) (ViTs)

DeiT-T

FGSM [14] 47.44 42.97 28.34 67.33 58.62 42.95 50.30 35.38 39.58 50.92 46.67
PGD [26] 28.75 25.77 13.74 61.42 44.79 34.81 40.27 22.01 22.75 40.66 33.95

PGD-RE[28] 40.56 33.46 27.02 96.34 71.03 58.60 55.52 29.38 33.68 62.17 51.48
MI [9] 59.09 53.62 34.69 87.43 70.49 65.52 73.02 41.92 49.13 67.68 60.72

MI-RE [28] 66.58 56.48 47.11 98.57 82.58 79.02 78.14 47.97 56.72 77.26 69.56
MIG (ours) 82.28 75.90 51.40 96.98 84.34 79.35 88.62 57.46 69.86 81.35 77.04

DeiT-S

FGSM [14] 42.47 37.30 27.86 56.03 46.95 38.59 42.63 30.82 35.88 43.00 40.33
PGD [26] 32.92 26.15 19.87 70.92 54.07 34.09 46.18 20.93 26.31 45.24 38.14

PGD-RE[28] 49.56 30.55 43.61 96.25 79.56 62.77 79.84 41.22 41.24 71.93 60.42
MI [9] 60.94 51.66 44.78 87.99 78.45 60.87 81.28 49.75 52.46 71.67 64.47

MI-RE [28] 73.49 62.75 60.88 99.35 90.55 84.06 92.75 64.02 65.70 86.15 78.73
MIG (ours) 84.39 80.63 68.17 97.78 92.52 85.99 96.39 73.69 77.73 89.28 84.95

DeiT-B

FGSM [14] 41.06 34.69 24.66 48.51 39.97 35.56 36.35 26.26 33.47 37.33 35.89
PGD [26] 28.97 27.03 21.24 72.33 57.82 37.55 55.27 23.54 25.75 49.30 40.47

PGD-RE[28] 57.36 49.24 37.95 94.66 70.31 58.17 80.22 46.37 48.18 69.95 61.79
MI [9] 57.83 49.00 46.54 85.24 69.28 60.63 74.55 50.09 51.12 67.96 61.65

MI-RE [28] 78.27 68.58 64.08 94.63 80.63 81.39 92.41 66.55 70.31 83.12 78.32
MIG (ours) 86.33 82.67 74.73 96.20 91.12 87.53 95.07 79.47 81.24 89.88 86.64

Table 2. Attack success rate (%) and mean attack success rate (MASR, %) of MIG and other attacks, using CNNs as source models.
Source Attack Target Model MASR MASR MASRModel Method DN201 BiT CNeXt ViT-S ViT-B ViT-L TNT Swin (CNNs) (ViTs)

VGG19

FGSM [14] 44.08 38.00 23.09 26.80 19.40 14.23 23.54 22.62 35.06 21.32 26.47
PGD [26] 25.65 24.25 14.64 11.65 8.43 7.38 13.05 10.84 21.51 10.27 14.49

MI [9] 56.11 45.73 43.27 26.25 20.11 13.73 33.23 17.84 48.37 22.23 32.03
MIG (ours) 95.73 91.92 67.57 60.89 48.84 31.17 64.36 47.58 85.07 50.57 63.51

MNAS

FGSM [14] 40.06 30.07 22.14 26.35 20.13 15.06 28.66 22.84 30.76 22.61 25.67
PGD [26] 27.46 22.24 17.69 15.47 11.29 9.93 15.55 11.74 22.46 12.80 16.42

MI [9] 62.94 52.05 32.58 32.78 27.09 22.88 38.70 26.83 49.19 29.66 36.98
MIG (ours) 94.08 86.65 60.83 70.63 53.56 37.10 71.59 52.89 80.52 57.15 65.92
FGSM [14] 46.29 35.09 22.29 21.99 18.32 13.81 26.55 17.87 34.56 19.71 25.28

Incep PGD [26] 27.96 24.40 15.26 18.20 10.04 7.08 13.86 12.22 22.54 12.28 16.13
-v4 MI [9] 58.73 48.44 39.66 33.02 23.84 16.16 36.55 24.95 48.94 26.90 35.17

MIG (ours) 95.38 90.61 75.15 73.04 62.45 49.40 70.38 59.62 87.05 62.98 72.01

els, MIG brings 43.27% improvement over FGSM. For
ensemble-based methods such as MI, our method outper-
forms it by 38.11% on CNNs and 36.08% on ViTs.

Remarkably, MIG exceeds these attack methods by a
large margin when transferring to ViT models, approaching
comparable attack success rate as attacks to CNNs. In fact,
other methods struggle to adapt to ViT models, highlight-
ing the effectiveness and versatility of our approach. These
results also provide evidence that ViT models are not that
robust against attacks, as long as the regions that are critical
for the prediction of ViTs can be effectively identified and
perturbed. And MIG is effective in finding vulnerable re-
gions that are susceptible to both CNNs and ViTs, leading
to a more stable and robust attack against them.

4.5. Results of MIG with Ensemble

MIG performs well without requiring any model or input
ensembles. Prior studies [23, 44] demonstrate that ensem-
bling can be an effective strategy for further improving the
transferability of attacks. In this section, we examine the
impact of combining MIG with model and input ensembles.

We first employ three different model ensemble strate-
gies introduced in Section 3.4: perturbation ensemble, logit
ensemble, and integrated gradients (IG) ensemble. We eval-
uate the impact of these model ensembles on three groups
of models: an ensemble of two CNNs, an ensemble of two
ViTs, and an ensemble of one CNN and one ViT model.

The results are shown in Table 3. We can draw four con-
clusions from these experiments. First, using logit ensem-
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Table 3. Attack success rate (%) and mean attack success rate (MASR, %) of MIG with and without model ensemble. Perturbation, logit,
and IG denote using perturbation ensemble, logit ensemble, and integrated gradients ensemble, respectively.

Source Ensemble Target Model MASR MASR MASRModel Strategy DN201 BiT CNeXt ViT-S ViT-B ViT-L TNT (CNNs) (ViTs)
VGG19 95.73 91.92 67.57 60.89 48.84 31.17 64.36 85.07 51.32 65.78
MNAS No 94.08 86.65 60.83 70.63 53.56 37.10 71.59 80.52 58.22 67.78
DeiT-T Ensemble 82.28 75.90 51.40 96.98 84.34 79.35 88.62 69.86 87.32 79.84
DeiT-S 84.39 80.63 68.17 97.78 92.52 85.99 96.39 77.73 93.17 86.55
VGG19 Perturbation 90.56 82.73 54.12 53.92 39.96 25.25 59.24 75.80 44.59 57.97

+ Logit 97.64 95.98 79.42 78.31 63.36 45.63 82.13 91.01 67.36 77.50
MNAS IG 97.84 96.34 80.57 78.87 66.21 45.73 81.93 91.58 68.19 78.21
DeiT-T Perturbation 76.36 71.64 53.46 92.17 82.33 70.43 90.16 67.15 83.77 76.65

+ Logit 90.26 87.70 74.00 98.54 94.98 89.76 97.69 83.99 95.24 90.42
DeiT-S IG 90.36 87.85 73.84 98.49 95.38 89.82 98.04 84.02 95.43 90.55
VGG19 Perturbation 80.87 77.21 63.40 94.48 86.90 76.66 92.47 73.83 87.63 81.71

+ Logit 95.78 92.47 82.18 96.34 91.82 84.64 96.08 90.14 92.22 91.33
DeiT-S IG 95.61 93.09 81.38 96.64 92.27 84.94 95.93 90.03 92.45 91.41
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Figure 3. Attack success rate (%) of DIM [47], TIM [10], SIM [22] and their MIG-enhanced versions, using DeiT-S [43] as source model.

ble or IG ensemble can significantly improve the adversarial
transferability and outperform two source models used for
ensemble by 3.87% ∼ 25.63%, as indicated by MASR. As
a comparison, direct ensembling perturbations leads to poor
performance. This is possibly because directly integrating
perturbations ignores the feedback of adversarial examples
at each iteration. Second, ensembles of single-class models,
especially ensembles of two CNN models, have more lim-
ited performance improvement when using ViTs as target
models, but still leads to around 10% MASR improvement
than single CNN setting, confirming that ViT models are
indeed more robust than CNNs.

Third, the best performance is achieved when using one
ViT and one CNN as source models, which may be due to
the elimination of inherent limitations caused by differences
in model architectures. In addition, we find that the effects
of ensembling IG and logit are very similar. This further in-
dicates that integrated gradients are strongly correlated with
the model’s output (logits) and are less related to implemen-
tation details, as described in Section 3.1.

As a conclusion, in practical scenarios with unknown tar-
get models, we only need to use an IG or logit ensemble of
one CNN and one ViT to achieve good attack success rate.

To see the effects of using input ensembles, we integrate
our method into previous input transformation attacks such
as DIM [47], TIM [10] and SIM [22], which are introduced
in Section 2.2. We maintain the default parameter settings
for these methods, and use DeiT-S as source model, seven
other models including both CNNs and ViTs as target mod-
els. Figure 3 shows the results, which demonstrates that
MIG improves the attack success rates by about 5% ∼ 23%
for these input-ensemble-based attack methods on various
target models, indicating the effectiveness of MIG.

Additional results on various model and input ensemble
settings can be found in the supplementary material.

4.6. Ablation Study

In this section, we study the contributions of all compo-
nents used in MIG: a) Employ Integrated Gradients (IG) to
replace direct gradients; b) Iteratively update the adversar-
ial perturbations; and c) Accumulate historical gradients in
a momentum manner. Regard these techniques as key com-
ponents of MIG, we conduct ablation experiments. Specif-
ically, we evaluate the attack success rate of adversarial ex-
amples by using ViT-L as target model and DeiT-S, DeiT-
B, MNAS, and Inception-v4 as source models. To enhance
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Table 4. Ablation study. Regard Integrated Gradients (IG), Iterative Update and Momentum Iterative Update as key components of MIG,
we study the effectiveness of all these components respectively, using ViT-L [11] as target model.

IG Iterative Momentum Source Model
Update DeiT-S DeiT-B MNAS Incep-v4

40.23 35.63 16.77 15.75
� 52.45 45.90 18.22 17.84

� 19.87 13.86 12.57 9.55
� � 62.19 65.91 28.83 27.36

� � 61.50 60.17 23.05 16.79
� � � 86.33(+46.10) 87.85(+52.22) 37.45(+20.68) 50.25(+34.50)
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Figure 4. Attack success rate (%) of MIG attack under different hyper-parameter settings, using DeiT-S [43] as source model.

computational efficiency, we conduct experiments on a sub-
set of the dataset in Section 4.1, consisting of 1,000 images.

The results are shown in Table 4. Note that even us-
ing ViTs as source models, attack success rates are still low
without MIG. Concretely, using IG and iterative strategy to
guide the generation of adversarial perturbations can bring
around 12% ∼ 30% performance improvement when using
different source models, indicating that the direct gradients
may be sub-optimal. The momentum updating strategy then
provides improvement by 8.62%∼ 24.14%, suggesting that
the accumulation of historical gradients can assist the algo-
rithm to obtain perturbations that transfer better.

Note that using IG solely and crafting perturbations in a
single-step leads to poor performance. This is probably be-
cause IG only considers the prediction of the classification
model, and a single step update with IG’s guidance cannot
generate a significant enough impact on the loss function.

4.7. Hyper-parameters Selection

We investigate the impact of different hyper-parameters
on the performance of MIG. Specifically, we vary the decay
factor µ, the number of iterations T , and the perturbation
budget ε, and record the transfer performance under differ-
ent settings. For each setting, we use DeiT-S as the source
model and evaluate the transferability of the adversarial ex-
amples on ViT-S, ViT-B, and ViT-L, respectively.

Figure 4 shows the attack success rate of MIG under
different hyper-parameter settings. We observe that the
performance increases as the number of iterations and the

perturbation budget increase, and reaches stability at ap-
proximately iteration number T = 25, perturbation budget
ε = 16/255. As for the momentum decay factor µ, the op-
timal performance is obtained when µ = 1, after which the
performance decreases as the decay factor increases.

Note that when we increase the scale of the target model
(varying from ViT-S to ViT-L), the trend of attack success
rate varies consistently with the hyper-parameters. That
is, the optimal performance can be achieved with the same
hyper-parameter setting for all these target models.

5. Conclusion

Vision Transformers (ViTs) have demonstrated greater
resilience in image classification than standard Convolu-
tional Neural Networks (CNNs), and it has been a ques-
tion whether we can produce an attack that works on dif-
ferent ViT models, or even on both ViTs and CNNs. Intu-
ition suggests that ViTs are more robust in that they iden-
tify the global dependencies and semantically relevant re-
gions in images better, while integrated gradients (IG) can
effectively indicate these regions across different models.
Therefore, we explicitly target this advantage by perturb-
ing these regions with the guidance of IG, and apply the
momentum iterative method to further enhance attack qual-
ity. Our approach not only achieves state-of-the-art trans-
fer attack success rates on ViTs, ViT-CNN transfers, and
model ensembles, but also provides an intuitive suggestion
of ViTs’ possible vulnerabilities in general.
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