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Figure 1: An overview of representative object detectors evaluated on COCO and our COCO-O dataset. The plotted dash
line presents the linear function fitted on classic detectors, which demonstrates the trend of COCO-O mAP increasing along
with COCO mAP. The Effective Robustness (red text in figure) measures how far the model lies above the linear fit.

Abstract

Practical object detection application can lose its effec-
tiveness on image inputs with natural distribution shifts.
This problem leads the research community to pay more
attention on the robustness of detectors under Out-Of-
Distribution (OOD) inputs. Existing works construct
datasets to benchmark the detector’s OOD robustness for
a specific application scenario, e.g., Autonomous Driving.
However, these datasets lack universality and are hard to
benchmark general detectors built on common tasks such
as COCO. To give a more comprehensive robustness as-
sessment, we introduce COCO-O(ut-of-distribution), a test
dataset based on COCO with 6 types of natural distribu-
tion shifts. COCO-O has a large distribution gap with
training data and results in a significant 55.7% relative
performance drop on a Faster R-CNN detector. We lever-
age COCO-O to conduct experiments on more than 100

modern object detectors to investigate if their improve-
ments are credible or just over-fitting to the COCO test
set. Unfortunately, most classic detectors in early years

do not exhibit strong OOD generalization. We further
study the robustness effect on recent breakthroughs of de-
tector’s architecture design, augmentation and pre-training
techniques. Some empirical findings are revealed: 1)
Compared with detection head or neck, backbone is the

most important part for robustness; 2) An end-to-end de-

tection transformer design brings no enhancement, and

may even reduce robustness; 3) Large-scale foundation

models have made a great leap on robust object detec-

tion. We hope our COCO-O could provide a rich testbed
for robustness study of object detection. The dataset will
be available at https://github.com/alibaba/
easyrobust/tree/main/benchmarks/coco_o.

1. Introduction

Deep learning has achieved tremendous success in the
field of computer vision. As a prerequisite, Deep Neural
Networks (DNNs) rely on a rigorous assumption that train-
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ing and testing data are independent and identically dis-
tributed. This ideal hypothesis is hardly satisfied in real-
world applications, where the model may encounter data
with distribution drift due to environmental changes, result-
ing in a significant decrease in performance and posing po-
tential security issues. To solve this problem, the robustness
study [37, 57, 74, 10] of DNNs under distribution shifts has
emerged in the research area of image classification.

However, most robustness researches merely focus on
classification, and do not pay equal attention to other vi-
sion tasks, such as object detection. This phenomenon can
be attributed to the lack of benchmark datasets. In con-
trast with holistic benchmarks [40, 63, 78, 38, 3] on Ima-
geNet classification, the detection robustness benchmarks
are limited. Previous work [58] benchmarks robustness
using synthetic corruptions, however, it remains unclear
if such simulated data can approximate real-world scenar-
ios. Thus some other works collect images from internet
to construct datasets. [16, 45, 36, 50, 98] use road scene
datasets [89, 17, 44, 25] to benchmark domain generaliza-
tion of detectors. Such scene-specific dataset lacks univer-
sality and domain diversity, leading to a biased assessment
of robustness. For evaluation on common tasks, [95, 43]
collect natural OOD images based on PASCAL VOC [21].
However, VOC is a small-scale detection task with limited
number of categories, which has lagged behind the current
standard evaluation protocol, e.g. COCO [53], LVIS [31]
for detectors. We argue that more comprehensive and chal-
lenging benchmarks should be proposed to measure natural
OOD robustness of modern detectors in 2020s.

In this work, we present COCO-O, a novel test dataset
for COCO detection task which benchmarks robustness of
object detectors under natural distribution shifts. COCO-
O consists of 6,782 online-collected images belonging to 6
test domains: sketch, weather, cartoon, painting, tattoo and
handmake. We compare our COCO-O with previous ro-
bust detection benchmarks in Table 1. Compared to VOC-
related datasets, our COCO-O is more comprehensive with
richer types of OOD shifts and larger dataset scale. COCO-
O is fully compatible with the modern COCO evaluation
protocol. Moreover, compared with COCO-related bench-
marks, COCO-O is more challenging and can lead to 55.7%
relative performance drop on a Faster R-CNN detector. By
calculating the Fréchet Inception Distance (FID) [41] to
clean distribution, we show our COCO-O (with FID=132)
has larger distribution shifts than COCO-C [58].

Taking advantage from the proposed COCO-O, we ad-
ditionally contribute extensive experiments on more than
100 modern object detectors to investigate the credibility of
their reported improvements and whether they are just over-
fitting to the COCO test set. An overview of some key re-
sults is shown in Figure 1. Through a more precise Effective
Robustness (ER) metric [1] which eliminates extra impact

Datasets OOD Class Natural Performance FID
Types Num. Images Drop (%)

VOC Scale Robustness Benchmarks
OOD-CV [95] 5 10 2,632 # 26.6% 91
Clipart1k [43] 1 20 1,000 # 59.8% 148

Watercolor2k [43] 1 6 2,000 # 39.1% 113
Comic2k [43] 1 6 2,000 # 71.5% 147

COCO Scale Robustness Benchmarks
COCO-C [58] 15 80 0⇤ # 49.8% 41
COCO-O (Ours) 6 80 6,782 # 55.7% 132

Table 1: Overview of existing general robust detection
benchmark. ⇤Note that COCO-C has only synthetic images.

brought by the variance of ID performance, we make a frus-
trating observation that most classic detectors have no great
progress on robustness. However, recent breakthroughs
in Visual Transformers (ViTs) [19] and large-scale vision
foundation models have brought new hope for OOD robust-
ness. Especially, zero-shot detectors [48, 20] pre-trained
with massive image-language pairs exhibit great effective-
ness on our COCO-O. Our results inspire future research
to explore training data scaling or fusing external knowl-
edge of human language to achieve more robust detection.
Besides, we analyse how OOD robustness is influenced by
detector architecture, augmentation, pre-training, etc. Some
interesting findings are revealed, which can be summarized
as: 1) Compared with the detection head or neck, backbone
is the most important part for detector’s robustness. Our
empirical study shows scaling up backbone model or using
advanced backbone design, e.g. ResNeXt [87], Swin [56]
can bring greater robustness gains. 2) Detection transform-
ers [7, 99] are more vulnerable than traditional non-end-to-
end detectors under natural distribution shifts. Note that it
is different from the previous experience [61, 2, 59] in clas-
sification tasks, where ViTs are regarded as a robust learner.
We hope our COCO-O could provide a rich testbed for ro-
bustness study of object detection, and we appeal that de-
tection algorithms proposed in future should also evaluate
their OOD generalization ability.

Our contributions are summarized below:

• We propose COCO-O, the first COCO-scale test
dataset for evaluating the robustness of detectors un-
der natural distribution shifts.

• We benchmark the robustness of 100+ modern detec-
tors and provide a thorough comparison in Section 4.

• Through analysing the impact factors of detector’s ro-
bustness. We reveal some findings in Section 4.1 that
can help to develop more robust detection algorithms.

2. Related Work

Object Detection Object detection task aims at classify-
ing and localizing the objects in an image. Traditional de-
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Figure 2: Visualization of our COCO-O. We adopt 6 domains, i.e. weather, painting, handmake, cartoon, tattoo, sketch. The
domains are ordered by decreasing details of their contained objects. Each domain presents an abstract levels of the objects.

tection methods can be divided into two categories: single-
stage detectors [55, 52, 96, 73, 75, 47] and two-stage de-
tectors [29, 28, 51, 67, 34, 6, 72]. There is also a re-
search branch extended from single-stage detection, which
utilizes lightweight design for real-time detection [64, 65,
66, 24, 5]. Recently, the success of transformer mod-
els [76] in computer vision has led to the widespread use of
transformer-based architectures [7, 99] in object detection,
which replace the complex manual anchor design and non-
maximum suppression procedure of previous methods. In
contrast to previous closed-set detection methods, open-set
object detection [48, 83] has also emerged as a mainstream
research topic. By leveraging large-scale pre-training on
image-language data, these methods can localize any object
with only a given text description.

Robust Detection Benchmarks Object detectors can fail
under various conditions such as blur, occlusion, weather
changes, deformation, etc. To study the impact of these
conditions, previous studies have constructed benchmark
datasets via synthetic or online collected images. For in-
stance, COCO-C [58] adds synthetic corruptions such as
JPEG compression, gaussian noise to COCO [53] test set.
In this work, we do not consider image synthesis technique
for benchmark construction since it has two inherent draw-
backs: 1) it is hard to synthesize objects with pose or shape
changes; 2) noise or artifacts will be introduced in synthesis
process, leading to the deviation from natural image distri-
bution. Another line of work proposes benchmarks for spe-
cific problems, e.g., environmental changes in autonomous
driving [44], object variation in aerial imagery [85], etc.
However we believe a general robustness benchmark should
be built on some common detection tasks such as COCO or
VOC [21]. [95, 43] collected OOD images based on VOC,
but their task scale and domain diversity are still limited.
To the best of our knowledge, COCO-O is the first natural
OOD benchmark for COCO task. It has larger test set with
more object categories and OOD types.

Robust Detectors Training robust detectors generalizing
to unknown domain has been extensively studied in the lit-
erature. Most domain adaptation based methods [16, 43,
36, 45, 98, 46] require target domain data for adapting de-
tectors. However, for online-deployed detectors, the test
domain is open and indeterminate. [94] first studies the
domain generalization problem in object detection. They
eliminate the dependence within RoI features to improve the
generalization of detection models under distribution shifts.
To make detectors robust to image corruptions, [58] pro-
poses to transfer styles of training images for data augmen-
tation. Further, Det-AdvProp [15] follows AdvProp [86]
to train detectors on clean and adversarial examples us-
ing two-way batchnorm. Such adversarially learned fea-
ture makes detector less sensitive to unknown distortions.
Another branch of works [18, 91, 12] aim at improving
the adversarial robustness of detectors. Due to the well-
known adversarial robustness and accuracy trade-off [92],
these methods suffer from a drop of clean mAP. Meanwhile,
our experiment in Section 4.2 suggests their OOD general-
ization ability has also decreased.

3. COCO-O

3.1. Choice of Test Domains

As depicted in Figure 2, in COCO-O, the selection of
test domains is carried out by first dividing the objects into
six abstract levels based on decreasing levels of details such
as color, texture, and shape. For each abstract level, an ap-
propriate domain is chosen. Most domain designs are mo-
tivated by ImageNet-R [37]. We introduce them as follows:
1) Weather contains objects in challenging weather condi-
tions, e.g. rain, snow and fog. It is the easiest domain which
has only appearance-based shifts and reserves most of the
object details; 2) Painting includes most watercolor paint-
ings which provide a realistic description of objects in a
different image style; 3) Handmake consists of real-world
human handicrafts, e.g., origami, toy, sculpture, etc. The
material of the object is changed in this domain; 4) Cartoon
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has images of 2D or 3D digital animation. It only preserves
the rough structure and color information of the object. 5)
Tattoo involves art drawing on human bodies. It can even in-
clude less image details than cartoon images, and some tat-
toos are black-only; 6) Sketch is considered the hardest case
in COCO-O. It contains a set of line-drawing images miss-
ing texture and color. As a high-level abstraction of objects,
detecting sketch objects requires more external knowledge
or human priors. It should be noted that since traditional
factors of small size objects, occlusion, illumination, image
quality has been studied before [70, 42, 88, 13, 32], we do
not adopt them as an individual test domain in COCO-O,
but implicitly include them (Figure 3). For instance, cars on
a rainy night have poor illumination conditions or bicycles
covered by snow are seriously occluded.

3.2. Data Collection

We collect COCO-O images by searching the internet
using a combinations of OOD scenario keywords and object
categories from COCO. For instance, “cartoon + dog” aims
to gather a collection of animation dog images. Generally,
most images searched by “cartoon + dog” are iconic [4],
where single high quality object is centered in the image and
can be localized easily. To obtain more non-iconic images,
we follow the way used in COCO [53] and add more object
categories into keywords combinations, such as “cartoon +
dog + car”. We manually control the number of images
retrieved by each keyword combination to ensure a balance
among categories. For combinations that return only a few
images, such as “fog + bowl + tv”, we try to use multiple
search engines for collecting more images. A list of the
search queries is provided in Supplementary G.

3.3. Dataset Statistics

The annotated COCO-O has a total of 6,782 images and
26,624 labelled bounding boxes. It includes six test do-
mains: Sketch (992 images, 3,707 objects), Weather (961
images, 4,509 objects), Cartoon (1,996 images, 8,774 ob-
jects), Painting (954 images, 4,879 objects), Tattoo (918
images, 1,489 objects) and Handmake (961 images, 3,266
objects). Original 80 COCO categories are adopted in our
dataset. We additionally visualize the number of instances
per image and class distribution in Supplementary A. Com-
pared to COCO, COCO-O has roughly 5% more images
with only one single object, which may introduce poten-
tial gaps. However, the analysis in Supplementary A has
demonstrated that the performance change brought by more
iconic images can be negligible.

3.4. Potential Difficulties in COCO-O

COCO-O is a challenging benchmark as it not only has
large distribution shifts, but also contains some potential
hard cases frequently encountered in detection tasks. We

Occlusion Pose

Tiny ObjectsDeformation Illumination

Blur

Figure 3: Some potential difficulties in COCO-O dataset.

provide visualizations of these potential challenges in Fig-
ure 3, most of which are specific to a particular test domain.
For instance, weather changes bring additional difficulties
for the detector, such as object occlusion caused by snow
cover, poor illumination conditions in fog. In tattoo domain,
geometric deformation caused by human bodies can pose
an extra challenge. These potential challenges further en-
hance the difficulty of COCO-O. A robust detector should
not only maintain consistent performance under distribution
shifts, but also be able to tackle these potential challenges.

3.5. Other Applicable Tasks

In addition to evaluating the OOD robustness of de-
tectors, our dataset has potential applications for other
detection-related tasks. Given the domain labels provided in
COCO-O, one direct application is domain adaptation [60]
or generalization [94] research. Few-shot learning [9] and
incremental learning [81] are alternative solutions for OOD
problem. Specifically, COCO-O can also be leveraged for
cross-domain few-shot detection [23, 30], where only a lim-
ited number of samples are available for training detectors.
Overall, our dataset offers abundant resources and chal-
lenges, and facilitates the advancement of various tasks in
the object detection field.

4. Experiments

In Section 4.1, we study how some basic compo-
nents, such as detection architecture, augmentation and pre-
training effect on the OOD robustness of traditional detec-
tion algorithms. We utilize COCO-O to examine previously
proposed robust and SOTA detectors in Section 4.2 and 4.3.
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COCO COCO-O (mAP) Effective
mAP Sketch Weather Cartoon Painting Tattoo Handmake Avg. Robustness

Fa
st

er
R

-C
N

N

BackBone

RN-50 [35] 37.4 9.8 25.1 13.9 23.3 10.1 16.3 16.4 -0.41
RN-101 [35] 39.4 10.7 30.3 16.1 27.6 11.3 18.6 19.1 +1.37

RX-101-32x4d [87] 41.2 12.1 31.6 16.3 28.9 11.3 19.7 20.0 +1.44
Swin-T [56] 42.5 12.8 34.2 17.3 31.1 10.6 20.4 21.1 +1.94

PVTv2-B2 [80] 45.6 16.3 37.8 22.1 35.9 13.0 24.0 24.9 +4.33

Neck
FPN [51] 37.4 9.8 25.1 13.9 23.3 10.1 16.3 16.4 -0.41

PAFPN [54] 37.5 9.4 26.9 13.9 23.8 10.7 15.8 16.8 -0.13
NAS-FPN [27] 38.0 8.7 23.8 12.7 22.1 8.7 14.6 15.1 -2.00

Det. Head

Standard 37.4 9.8 25.1 13.9 23.3 10.1 16.3 16.4 -0.41
Cascade [6] 40.3 10.8 27.8 14.9 25.5 12.5 17.4 18.2 +0.02
SABL [79] 39.9 10.6 27.3 15.0 25.3 11.8 18.2 18.0 +0.08

2 Heads [84] 40.0 10.6 30.4 14.6 25.7 12.0 18.4 18.6 +0.62
Groie [69] 38.3 9.8 28.1 14.0 24.4 10.8 16.2 17.2 -0.02

R
et

in
aN

et

BackBone

RN-50 [35] 36.5 9.8 25.9 13.8 23.7 10.4 16.0 16.6 +0.18
RN-101 [35] 38.5 10.9 30.2 15.3 27.3 11.6 18.9 19.0 +1.71

RX-101-32x4d [87] 39.9 12.2 32.1 16.1 28.0 11.2 19.7 19.9 +1.93
Swin-T [56] 41.4 11.1 33.7 16.4 31.0 11.1 20.0 20.6 +1.92

PVTv2-B2 [80] 44.6 17.6 38.9 22.0 35.1 14.2 23.2 25.2 +5.10

Neck
FPN [51] 36.5 9.8 25.9 13.8 23.7 10.4 16.0 16.6 +0.18

PAFPN [54] 36.7 9.5 27.0 13.5 24.5 10.9 16.2 16.9 +0.42
NAS-FPN [27] 36.1 9.0 27.3 11.5 21.7 8.7 13.9 15.4 -0.90

Det. Head

Standard 36.5 9.8 25.9 13.8 23.7 10.4 16.0 16.6 +0.18
SABL [79] 37.7 9.0 26.3 13.3 24.1 11.6 16.4 16.8 -0.18
FSAF [97] 37.4 9.4 25.2 13.5 23.2 11.9 15.9 16.5 -0.31

FreeAnchor [93] 38.7 10.2 26.3 14.3 24.6 12.1 16.5 17.3 -0.08

FCOS [75] 36.6 9.8 25.9 13.3 24.2 10.4 16.7 16.7 +0.25

DETR [7] 42.0 9.0 30.0 12.3 23.9 11.6 15.7 17.1 -1.82
Deformable DETR [99] 44.5 10.5 30.2 15.1 26.2 10.6 18.6 18.5 -1.49

Table 2: Comparison of object detectors with different backbone, neck and head. The effective robustness lower than the
linear trend in Figure 1 is highlighted by red. Number in green means the model is above the linear trend.

Experimental Setup. To study the robustness effect of
detection architecture and pre-training, we adopt typical
two-stage Faster R-CNN [67] and one-stage RetinaNet [52]
for baselines. For analyzing the impact of data augmenta-
tion on robustness, YOLOX [24] is used as baseline. All the
above experiments are implemented by mmdetection [11]
and use the consistent training configuration for fair com-
parison. Besides, for benchmark experiments on robust and
SOTA detectors, we by default adopt the optimal training
settings reported in their papers. Pre-trained models are
directly used for robust and SOTA detection methods who
have released their official weights.

Metrics. A frequently-used metric of object detection is
the mean Average Precision (mAP) which averages over In-
tersection over Unions (IoUs) between 50% and 95%. Simi-
larly, we also adopt mAP to measure the robustness on each
OOD case in COCO-O. The averaged mAP on 6 test do-
mains is used as the overall performance. To exclude the
impact of the linear trend of performance improvement on
in- versus out-of-distribution data, we also adopt the Effec-
tive Robustness (ER) metric proposed by [1]. Given a set
of classic detectors F , we approximate the linear trend by
�(mAPid(·)), where mAPid(·) is the COCO mAP metric,
� is a learnable linear function fitted using observations on
F . Thus for any detector f , the performance on COCO-O

can be predicted by �(mAPid(f)). We use Scipy [77] for
linear regression on 11 classic detectors in Figure 1. The
slope is calculated as 0.45. Finally the effective robustness
of a detector f can be defined as:

ER(f) = mAPood(f)� 0.45⇥ mAPid(f), (1)

where mAPood(·) is our COCO-O mAP metric.

4.1. Analysis of Traditional Detectors

Robustness vs. Detection Architecture. Classic object
detectors consist of three components: backbone, neck and
head, each of which has a distinct role in feature extraction,
feature map fusion, object localization and classification. In
order to investigate the impact of each component on the
overall robustness, we adopt default setting with ResNet-
50 [35] backbone, FPN [51] neck, standard head for base-
line and modify each part using some advanced designs. For
backbone, we compare three different architectures: ResNet
series [35], ViT-based Swin-T [56] and PVTv2-B2 [80]. For
neck, FPN [51] and its two variants: PAFPN [54], NAS-
FPN [27] are compared. For detection head, we analyse 3
and 4 advanced head designs for single- and two-stage de-
tectors respectively. The results are reported in Table 2. Sur-
prisingly, it suggests that advanced detection architectures
with higher clean COCO mAP do not imply better robust-
ness. Some methods, such as NAS-FPN [27], FSAF [97]
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even make the model more fragile under natural distribution
shifts. The best architectures of neck and head on Faster
R-CNN are PAFPN [54] and 2 Heads [84], which yield -
0.13 and +0.62 effective robustness. Such improvement is
marginal, indicating that advanced techniques on neck and
head have a limited effect on robustness. In contrast, the
backbone plays a more important role. Simply replacing
ResNet50 [35] with PVTv2-B2 [80] can achieve +8.5 and
+8.6 COCO-O mAP, +4.33 and +5.10 effective robustness
on Faster R-CNN and RetinaNet respectively. Motivated by
this phenomenon, for the first time we emphasize the vital
role of feature extractor in detectors to enhance OOD ro-
bustness.

In addition to classic detectors, some works have inno-
vated the entire detection framework by modeling localiza-
tion with point prediction [47] or self-attention [7]. It is still
lacking sufficient robustness analysis on these methods. We
evaluate the OOD robustness of three novel frameworks,
namely FCOS [75], DETR [7], Deformable DETR [99]
on COCO-O. However, the results of Table 2 show that
most frameworks do not bring a great promotion of effec-
tive robustness. An interesting phenomenon is that detec-
tion transformers have the worst OOD generalization abil-
ity, contrary to the general conclusion in the field of image
classification that transformers can enhance OOD robust-
ness [61, 2, 59].

Robustness vs. Augmentations. Data augmentation is a
widely used technique for enhancing generalization. Es-
pecially in object detection, where heavy augmentations
have been a crucial factor for the success of YOLO series
models. To study its effect on OOD robustness, we adopt
YOLOX-S [24], one of the strongest detectors which adopts
diverse augmentations including MixUp [90], ColorJitter,
Mosaic [5], Random Affine, etc. Then we re-train the de-
tector by iteratively deleting one augmentation to observe
the variance of robustness. In Figure 4, it can be suggested
that all used augmentations contribute to the enhanced ro-
bustness. Among them, MixUp plays a principal role for
OOD robustness. Removing it causes a significant drop in
mAP on COCO-O from 19.8 to 17.7, as well as a decrease in
effective robustness. This implies that, in addition to classi-
fication tasks, MixUp can also help for domain generaliza-
tion on object detection. By comparison, ColorJitter is the
least effective augmentation, it merely promotes 0.06 ER
and 0.3 mAP on COCO-O.

Robustness vs. Pre-training. “Pre-training and fine-
tuning” is still the de facto paradigm for object detection
task. Although previous study [39] have demonstrated the
efficacy of pre-training for constructing reliable models,
they have not considered object detection tasks. To build
a detector, there will be multiple ways that 1) training from

Figure 4: The robustness effect of different used augmenta-
tions in YOLOX-S detector.

scratch without any pre-training data; 2) using pre-trained
checkpoint to initialize the backbone; 3) leveraging datasets
like Object365 [71] to pre-train the overall detector and then
fine-tuning. We list and compare the most pre-training set-
tings in Table 3. For detectors trained from scratch, we em-
ploy a longer 6⇥ schedules adviced by [33]. Besides, all
other compared methods are using ResNet-50 backbone and
same training hyper-parameters for ensuring fairness. The
results suggest that the detector can becomes more robust
when ImageNet-1K is used for pre-training. However the
obtained robustness depends on an appropriate pre-training
method. For example, we compare two self-supervised ap-
proaches for backbone pre-training: SwAV [8] and Mo-
Cov2 [14], and find that SwAV pre-trained detector per-
forms poorly on OOD robustness. Instead, an elaborate su-
pervised pre-training procedure [82] can even beat SwAV
and MoCov2. Moreover, using more data for pre-training
can further improve the robustness. It is foreseeable, but
we need to remark that big data policy works in both back-
bone and detector training stage. On Fatser R-CNN, using
backbone pre-trained on ImageNet-21K [68] and detector
pre-trained on Object365 [71] can get +1.20 and +0.32 ef-
fective robustness respectively.

Others. In addition to the techniques mentioned above,
there are many others tricks for improving detectors dur-
ing training. In this study, we investigate the impact of two
common practices, multi-scale training and longer-epoch
training, on the robustness of detectors. The results are re-
ported in Figure 5. Interestingly, we do not find any trend of
robustness increasing with longer training times. It suggests
the improvement of clean mAP brought by longer epochs
of training may indicate over-fitting on the COCO test set.
On the other hand, training with auxiliary multi-scale in-
puts can slightly improve the effective robustness of Faster
R-CNN and RetinaNet by +0.26 and +0.43 respectively.
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BackBone Pre-training Detector COCO COCO-O (mAP) Effective
Method Data Pre-training mAP Sketch Weather Cartoon Painting Tattoo Handmake Avg. Robustness

Fa
st

er
R

-C
N

N

- - - 37.2 10.6 23.3 14.6 23.1 9.2 16.0 16.1 -0.65
Sup IN-1K - 37.4 9.8 25.1 13.9 23.3 10.1 16.3 16.4 -0.41

Sup RSB [82] IN-1K - 40.8 11.0 29.8 14.5 27.3 12.2 18.9 19.0 +0.59
SwAV [8] IN-1K - 38.6 8.3 26.5 11.4 22.3 8.8 15.7 15.5 -1.9

MoCov2 [14] IN-1K - 37.5 9.8 26.8 13.8 22.8 10.1 16.6 16.7 -0.23
Sup IN-21K [68] - 38.9 9.9 30.1 14.8 26.0 11.8 19.6 18.7 +1.20
Sup IN-1K Obj365 [71] 42.1 11.5 30.1 16.4 27.0 11.3 19.3 19.3 +0.32

R
et

in
aN

et

Sup IN-1K - 36.5 9.8 25.9 13.8 23.7 10.4 16.0 16.6 +0.18
Sup RSB [82] IN-1K - 39.0 11.0 28.4 14.5 25.3 11.4 17.7 18.1 +0.50

SwAV [8] IN-1K - 38.7 8.5 28.4 11.3 22.2 9.4 16.0 16.0 -1.45
MoCov2 [14] IN-1K - 36.2 11.2 26.6 13.1 23.6 10.0 15.1 16.6 +0.31

Sup IN-21K [68] - 38.2 9.8 28.9 14.3 24.8 11.6 18.9 18.1 +0.86
Sup IN-1K Obj365 [71] 41.0 11.9 28.7 16.3 25.5 10.5 19.1 18.7 +0.22

Table 3: The reported COCO-O performance of detectors with different pre-training methods.

Figure 5: Multi-scale and longer training vs. robustness

4.2. Results on Robust Detectors

There have been several works proposed to train robust
object detectors. For resisting adversarial attacks, Robust-
Det [18] trains an adversarially robust object detector on
clean and adversarial images via adversarially-aware con-
volution. Det-AdvProp [15] also uses adversarial images
for training but it aims at better clean performance through
a separate batch norm design similar to AdvProp. [58] has
shown that style transfer augmentation can significantly im-
prove corruption robustness. However, most of these meth-
ods do not evaluate their models under natural distribu-
tion shifts due to the lack of OOD benchmark datasets on
COCO. Take advantage from our COCO-O, in this work
we present an assessment of their natural OOD robustness
in Table 4. Both Stylized-Aug and Det-AdvProp can im-
prove performance on COCO-O effectively, but it should
be note that the former method sacrifices 0.7 clean mAP
while the latter even achieves +0.6. As an adversarial de-
fense method, RobustDet has a greater impact on clean per-
formance, meanwhile, such adversarially robust detectors
have low generalization ability on our COCO-O.

4.3. Results on SOTA Detectors

To investigate whether the latest developments in the
field of object detection have made progress in closing the
OOD distortion robustness gap, we collected 53 power-
ful detectors based on the COCO Leaderboard and evalu-

https://paperswithcode.com/sota/object-detection-on-coco

Baseline Robust COCO COCO-O Effective
Models Methods mAP mAP Robustness

Faster R-CNN - 37.4 16.4 -0.41
Stylized-Aug 36.1 20.4 +4.12

EfficientDet-D1 - 40.2 22.0 +3.86
Det-AdvProp 40.8 22.9 +4.56

SSD - 42.0 18.7 -0.18
RobustDet 31.0 13.7 -0.28

Table 4: The performance of robust detectors on COCO-O.

ated their performance on our COCO-O. The core results
are shown in Figure 6. Currently, EVA [22] stands out
from thousands of open-sourced detectors and holds the first
place on COCO-O. EVA is a billion-scale vision foundation
model, which shows model&data scaling is still the most
direct and effective way towards OOD generalization in ob-
ject detection. However, without the help of additional data,
all detectors are facing a giant decline on COCO-O (shown
in grey bars in Figure 6). A frustrate situation is that the
most effectively robust detector ViTDet-H [49], which is
trained on standard data (COCO, ImageNet-1K), achieves
merely 7.885 and even cannot enter the top@10 of the rank-
ing list. This finding suggests that most recent progression
may be due to the use of more training data.

5. Discussion

Large-scale foundation models have made the greatest

progress in robust object detection. Since CLIP [62]
has been firstly verified its success on comprehensive vi-
sion benchmarks, large-scale foundation models gradually
become the mainstream of visual research. [26] have shown
classification models trained on billion-scale data achieve
significant robustness under distribution shifts, and non-
trivial progress on closing the gap between human and ma-
chine vision. Our paper discovers a similar phenomenon
on object detection. Figure 6 shows large-scale pre-trained
detectors have made considerable progress in OOD robust-
ness. However, we must remain cautious as this success
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Figure 6: The reported COCO-O mAP (left) and effective robustness (right) on 53 SOTA detectors.

may be attributed to the fact that the detector has seen OOD
data during training. For the research community, it is
still more meaningful to focus on innovating robust detec-
tion algorithms rather than solely relying on larger training
datasets.

Why DETRs underperform traditional detectors on ro-

bustness? In our results, the DETRs [7] are shown to
be vulnerable. To achieve end-to-end detection, DETR in-
troduces two major modifications: 1) replacing the conven-
tional one-to-many label assignment with one-to-one Hun-
garian matching, and 2) learning a set of object queries for
localization without any prior anchor information. We sus-
pect that the label assignment rules or localization queries
learned by DETR may heavily rely on the training data,
which is unfavorable for generalization. Instead, human-
designed priors could have stronger generalization and in-
terpretability. Till now, the exact reason for DETR’s poor
robustness remains unsolved. Further research is needed to
study this problem.

Analysis on different test domains. By using COCO-O,
we can study the influence of each type of natural distribu-
tion shift. We adopt detectors in Figure 1, and evaluate them
on each test domain of COCO-O. The results are shown in
Figure 7. Same with the order in Figure 2, sketch and tattoo
objects are the hardest to detect, as they lost important fea-
ture e.g. colors for detection. In contrast, appearance-based
shifts such as weather are relatively easier to handle. Detec-
tors have the lowest performance variance on tattoo objects,
most of them have the mAP below 13. It suggests the ne-
cessity of designing specialized detectors for tattoo images.

Our difference with COCO-C. People may concern
about the necessity of our COCO-O since previous COCO-
C [58] has been taken as a generally accepted robustness
metric for object detection. Here we must reaffirm our dif-
ference and superiority with COCO-C: 1) COCO-C is a syn-
thetic dataset and has limitations as discussed in Section 2.
In contrast, COCO-O includes realistic images, which are
more representative of the real-world scenarios; 2) The pur-
poses are different. COCO-C measures robustness under

Figure 7: Robustness level on six test domains of COCO-O.
The statistical result is counted from detectors in Figure 1.

image corruptions, while corruptions may not cover all real-
world OOD shifts such as artificial creation in different
styles and forms. COCO-O contains more diverse realis-
tic images that cover such OOD shifts; 3) As demonstrated
in Supplementary C, our COCO-O has a lower correlation
with COCO mAP. It implies that our proposed COCO-O,
which covers robustness evaluation scenarios that are not
considered in COCO validation set, can be a meaningful
metric complement with COCO mAP to reflect the overall
performance.

6. Conclusion

In this paper, we propose a novel dataset called COCO-
O to benchmark object detection under natural distribution
shifts. With a thorough diagnosis of more than 100 mod-
ern object detectors, we demonstrate that detecting objects
with OOD shifts remains a challenge and requires further
attention from the research community. Additionally, we
empirically investigate how OOD robustness is influenced
by various factors, including detector architecture, augmen-
tation, pre-training, etc. With our COCO-O dataset, inno-
vative techniques can be developed to enhance the OOD ro-
bustness of existing detection algorithms, which will be the
focus of our future work.
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