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Abstract
Text-to-image models give rise to workflows which of-

ten begin with an exploration step, where users sift through
a large collection of generated images. The global nature
of the text-to-image generation process prevents users from
narrowing their exploration to a particular object in the
image. In this paper, we present a technique to generate
a collection of images that depicts variations in the shape
of a specific object, enabling an object-level shape explo-
ration process. Creating plausible variations is challenging
as it requires control over the shape of the generated ob-
ject while respecting its semantics. A particular challenge
when generating object variations is accurately localizing
the manipulation applied over the object’s shape. We in-
troduce a prompt-mixing technique that switches between
prompts along the denoising process to attain a variety of
shape choices. To localize the image-space operation, we
present two techniques that use the self-attention layers in
conjunction with the cross-attention layers. Moreover, we
show that these localization techniques are general and ef-
fective beyond the scope of generating object variations.
Extensive results and comparisons demonstrate the effec-
tiveness of our method in generating object variations, and
the competence of our localization techniques.

1. Introduction

Text-to-image diffusion models have recently shown un-
precedented image quality and diversity [35, 41, 39], and
have opened a new era in image synthesis. Still, the control
over the generated image is limited, resulting in a tedious
selection procedure, where users sample numerous initial
seed noises, from which they can select a preferred one.
Images generated from different initial noise with the same
text prompt share semantics, but the shape, appearance, and
location of the generated shapes may differ greatly. The un-
controlled global changes realized by such a sampling pro-
cess, do not allow users to interact with the generated image
and narrow down their open-ended exploration process. In
particular, the lack of object-level control of the user with
the generated image hinders the user’s ability to focus on

“A mug and a basket 

on the table”

Basket Variations

Mug Variations

Figure 1. Our method generates shape variations of an object.
Here, given the text prompt, we generate variations of the basket.
After selecting a preferred basket, we generate variations of the
mug. We develop general techniques for localizing modifications.

refining specific objects during their exploration.

A possible approach for interacting with the generated
image as a means to explore the shape and appearance of
a specific object in the image is to use text-guided image
inpainting [39] or SDEdit [29]. These methods mainly ex-
cel in changing the texture of an object and are therefore
more suitable for textural exploration. However, changing
the shape of an object, particularly if other regions in the im-
age should be preserved, is significantly more challenging,
and these methods struggle to achieve that without affecting
the entire image. Figure 2 demonstrates the lack of shape
variations with the above approaches.
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Figure 2. Inpainting and SDEdit struggle to achieve significant
shape variations of the basket. Inpainting is restricted to the mask
while SDEdit struggles at localizing changes, see the bananas.

In this paper, we deal with object-level shape explo-
ration, where the user attains a gallery with variations of a
specific object in the image, without having to provide any
additional input. Specifically, acknowledging that previous
works have struggled to perform geometric manipulations,
we focus on object-level shape variations, which are auto-
matically generated and presented to the user, see Figure 1.

We introduce a prompt-mixing technique, where a mix
of different prompts is used along the denoising process.
This approach is built on the premise that the denoising
process is an innate coarse-to-fine synthesis, which roughly
consists of three stages. In the first stage, the general config-
uration or layout is drafted. In the second stage, the shapes
of the objects are formed. Finally, in the third stage, their
fine visual details are generated.

Common in text-based image editing techniques, a chal-
lenge arises when localizing the modification of the object.
Hence, we develop two novel means to localize edits. First,
to preserve the shapes of other objects, we inject a localized
self-attention map from the original image into the newly
generated image. This injection leads to a rough alignment
between the two images. Next, to further preserve appear-
ance (e.g., image background), we automatically extract la-
beled segmentation maps of both the original and generated
images. The segmentation maps allow applying the edits
locally in selected segments only. Finally, during the last
denoising steps, we seamlessly blend all segments together.

We demonstrate that without any costly optimization
process, our method offers the user the ability to generate
object-level shape variations, while remaining faithful to the
original image, either generated or real. Moreover, we show
that our localization techniques are beneficial to not only
object shape variations, but also to generic local image edit-
ing methods. We demonstrate the improved results achieved
by integrating our localization techniques into existing im-
age editing methods. Extensive experiments are conducted
to show that our approach can create more diverse results
with larger shape changes and better content preservation
compared to alternative methods.

2. Related Work

2.1. Text-Guided Image Generation

Text-to-image synthesis is a longstanding problem in
computer vision and computer graphics. Early works were
GAN-based [48, 37, 38, 50] and were trained on small-
scale datasets, typically of a single class. Recently, with
the rapid progress in diffusion models [45, 22, 15], auto-
regressive models [49, 16, 17, 9], and the availability of
gigantic text-image datasets [43], large-scale text-to-image
models [31, 39, 36, 41, 42, 5, 24] have lead to a huge leap
in performance. Our work uses the publicly available Stable
Diffusion model based on Latent Diffusion Models [39].

Large-scale text-to-image models allow the user to gen-
erate a gallery of images for a given text prompt. The con-
trol over the generated image, however, is limited, with at-
tributes such as image composition, object shape, color, and
texture changing depending on the arbitrary randomly sam-
pled initial noise. Thus, recent works have introduced addi-
tional spatial conditions to the model such as segmentation
maps [3, 7], bounding boxes [26, 39], keypoints [26] and
other visual conditions [47, 51, 23]. Such conditions offer
spatial control, but no object-level control. Alternatively, to
gain object-level control, numerous text-guided image edit-
ing methods have been recently developed.

2.2. Text-Guided Image Editing

Generative models are a powerful tool for image edit-
ing [1, 44, 33, 20, 6]. With the increased performance of
text-to-image diffusion models, many methods [29, 21, 10]
have utilized them for text-guided image editing. A simple
approach adds noise to the input image and then denoises it
with a guiding prompt [4, 2, 29, 13]. To localize the edit, a
user-defined mask is required [39]. Another approach ma-
nipulates internal representations of the model (e.g., atten-
tion maps) during the generation process [21, 46, 32] to pre-
serve the image layout. Other methods operate in the text
encoder latent space [18] and possibly fine-tune the genera-
tor [40, 25, 19], or train a model on image pairs [8].

Recently, it has been shown that one can change an ob-
ject’s semantics by switching the text prompt along the de-
noising process [27]. This method shares similarities with
our method since they also mix prompts. However, their
method is limited to appearance modifications as a means
to change the semantics and explicitly preserve the object’s
shape. In contrast, our work focuses on object geometric
modifications. It should be noted that unlike all the editing
methods above, generating object shape variations is not an
editing task per-se, as it aims at generating multiple object-
level variations for a given image while preserving the se-
mantics of the object. Furthermore, our introduced edit-
ing localization techniques are complementary to the edit-
ing methods mentioned above as we later demonstrate.
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Figure 3. Given a reference image, and its corresponding denoising process, our full pipeline consists of three main building blocks.
We perform Mix-and-Match in the timestamp intervals [T, T3], [T3, T2], [T2, 0] using the prompt P (w). For example, during the intervals
[T, T3], [T2, 0] we set w = “basket”, while during the interval [T3, T2] we set w = “tray”. During the denoising process, we apply our
attention-based shape localization technique to preserve other objects’ structures (here, “table”). We do so by selectively injecting the
self-attention map from the reference denoising process. At t = T1, we apply controllable background preservation by segmenting the
reference and the newly generated images, blend them, and proceed the denoising process.

3. Preliminaries

Latent Diffusion Models We demonstrate our method
applied over the publicly available Stable Diffusion model
which is built over the Latent Diffusion Models (LDM) ar-
chitecture [39]. In LDM, a diffusion model operates in the
latent space of a pretrained autoencoder.

The denoising network is implemented as a UNET and
consists of self-attention layers followed by cross-attention
layers. At each timestep t, the noised spatial code zt is
passed as input to the denoising network. The intermediate
features of the network, denoted by ϕ(zt), receive informa-
tion from the self and cross-attention layers. The attention
mechanism consists of three main components: Keys (K),
Queries (Q), and Values (V ). The Keys and the Queries
together form an attention map, which is multiplied by the
Values. In this work, we utilize the attention maps of both
the self and cross-attention layers.

Cross-Attention Layers in LDM Text guidance in LDM
is performed using the cross-attention mechanism. Specif-
ically, denoting the text encoding by c, Q = fQ(ϕ(zt)),
K = fK(c), and V = fV (c) are obtained using learned
linear layers fQ, fK , fV . Each token in the text prompt cor-
responds to an attention map formed by the Queries and the
Keys, which is multiplied by each token’s Values. There-
fore, intuitively, the Keys and the Queries control the place-
ment of each token, while the Values control its shape and
appearance, as we later show in the supplementary materi-
als. It is important to note, however, that these components
are not fully disentangled.

By the definition of the cross-attention mechanism, it can
be observed that the encoding of the text prompt is fed only
to fK and fV , and therefore the Keys and the Values are the
only components affected directly by the text prompt.

Self-Attention Layers in LDM Self-attention layers
model the relation between each pixel to all the other pix-
els. In LDM, each such pixel corresponds to a patch in the
final generated image. Previous works [21, 46] have shown
that self-attention strictly controls the image layout and ob-
jects’ shapes in it, and is therefore useful to preserve the
input image structure in image editing. In our work, we aim
to modify the object of interest and preserve the remainder
of the image. Thus, injecting the entire self-attention map
does not allow for shape variations on the object of interest
as was demonstrated in the above works.

4. Prompt-Mixing
To generate object variations, we propose a method that

operates during inference time and does not require any op-
timization or model training. Given a text prompt P and an
object of interest, represented by a word w, we manipulate
the denoising process to obtain object-level variations.

The key enabler for generating shape variations for an
object is our prompt-mixing technique. In prompt-mixing,
different prompts are used in different time intervals of the
denoising process. Specifically, we define three timestep in-
tervals, [T, T3], [T3, T2], [T2, 0], and use a different prompt
in each interval to guide the denoising process. We denote
by P[t,t′] the prompt used in interval [t, t′]. This technique
is based upon insights related to the coarse-to-fine nature of
the denoising process. These insights were also mentioned
in [5, 10, 47, 14, 11], and we further analyze them in Sec-
tion 4.1.

Note that common to image editing techniques, localiz-
ing the manipulated region is crucial for a successful re-
sult. In Section 5, we introduce two generic techniques
for achieving localized editing, and use them in our full
pipeline for object variations illustrated in Figure 3.
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4.1. Denoising Diffusion Process Stages

We analyze the timestep intervals defined above, to show
the type of attributes in the image controlled by each inter-
val. This analysis demonstrates the coarse-to-fine nature of
the denoising process. We show the results of the analysis in
Figure 4. In each row, the three leftmost images were gen-
erated using the prompt P (w) = “Two ⟨w⟩ on the street”
along the entire denoising process, where w represents a dif-
ferent word in each image. All images were generated using
the same initial noise. For the two rightmost images in each
row we apply prompt-mixing. Specifically, we alter w in
the input prompt P (w) in each time interval. As mentioned
earlier, the input prompt is fed into the cross-attention lay-
ers, and directly affects the Keys and Values. We use the
altered prompt P (w′) to compute the Values, while using
the original prompt P (w) to compute the Keys. This design
choice is explained in the supplementary materials.

In the fourth column of each row, we use P[T,T3](w1) and
P[T3,0](w2). As can be seen, we obtain an image contain-
ing w2 (pyramids, mugs), with the layout and background
of the images containing the balls (w1). In the fifth column,
we use P[T,T3](w1), P[T3,T2](w2), and P[T2,0](w3). As ob-
served, we now obtain an image containing w2 (pyramids,
mugs), with the layout and background of the images con-
taining the balls (w1), and the fine visual details (e.g., tex-
ture) of w3 (fluffies, metals). We conclude that the first in-
terval, [T, T3], controls the image layout, the second [T3, T2]
controls the shapes of the objects, and the third [T2, 0] con-
trols fine visual details (e.g., texture). We provide additional
examples in the supplementary materials.

4.2. Object Variations

Mix-and-Match Let P (w) denote the prompt of the orig-
inal image, where w denotes the word corresponding to
the object of interest. To generate shape variations of
the object of interest, we perform prompt-mixing where
P[T,T3](w) = P[T2,0](w). This is a special case of prompt-
mixing, which we term Mix-and-Match, since we perform
mixing in the second interval, and match the prompts be-
tween the first and third intervals. Formally, our shape vari-
ations are achieved by using P[T,T3](w), P[T3,T2](w

′), and
P[T2,0](w), where w′ is a “proxy” word (explained below).

Mix-and-Match allows keeping the original image lay-
out, formed in the first interval, the shape of w′, set in the
second interval, and the fine visual details of the original
object represented by w during the third interval.

Proxy Words Here we describe our scheme for determin-
ing the proxy words. Intuitively, a proxy word represents
a semantically close object to the object of interest, and
whose shape is rather different. Motivated by the use of
CLIP [34] for extracting text encodings in Stable Diffusion,
we use CLIP’s text space for finding the set of proxy words.

Single Prompt Prompt-Mixing

Figure 4. Prompt-mixing. For the prompt “Two ⟨w⟩ on the street”,
the colored bars under the images on the right represent the corre-
sponding word used along the denoising process.

Given a word w, we seek to find the k most similar to-
kens {w′1, ..., w′k} to w. To this end, we consider all tokens
t of CLIP’s tokenizer and embed each to the CLIP embed-
ding space using prompts of the form Psim(t) = “A photo
of a ⟨t⟩”. We then take the k tokens with the smallest CLIP-
space distances to the encoding of Psim(w), the prompt rep-
resenting our object of interest. This gives us the k tokens
with the closest semantic meaning to w. To take into ac-
count the input prompt context, we rank these k tokens ac-
cording to CLIP’s distance between P (t) and P (w). Fi-
nally, we define the top m tokens as proxy words. For each
proxy word, we perform Mix-and-Match to obtain an image
with a variation of the object of interest.

Note, that since we consider embeddings at the token
level, some proxy words may not have semantic meaning
alone. However, we observe that they still provide meaning-
ful variations when used in our Mix-and-Match technique
due to their close proximity in CLIP’s embedding space.

5. Edit Localization
As mentioned above, localizing the edit is especially

challenging when changing the object’s shape. To this end,
we present two techniques that assist in localizing the edit
from two different aspects. These localization techniques
are crucial for successfully generating object shape varia-
tions. As we shall show, other known editing methods can
also benefit from integrating them, leading to better local-
ized manipulations.

5.1. Attention-Based Shape Localization

To preserve the shapes of objects in the image, we in-
troduce a shape localization technique based on injecting
information from the self-attention maps of the source im-
age into the self-attention maps of the generated image. In
the object variations pipeline, we apply this technique to ob-
jects that we aim to preserve. Injecting the full self-attention
maps, even for a few steps, accurately preserves the struc-
ture of the original image, but at the same time prevents
noticeable shape changes in the object we aim to change.
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Figure 5. Attention-based shape localization. Refer to Section 5.1
for more details.

Our technique, depicted in Figure 5, revolves around a
selective injection of self-attention maps. Consider a spe-
cific self-attention layer l in the denoising network, which
receives features of dimension N×N , and the attention map
formed by this layer, S(l)

t , whose dimensions are N2×N2.
The value S

(l)
t [i, j] in the map indicates the extent to which

pixel j affects pixel i. In other words, row i of the map
shows the degree to which each pixel impacts pixel i, while
column j displays the degree to which pixel j impacts all
other pixels in the image. To preserve the shape of an ob-
ject, we inject the rows and columns of the self-attention
map that correspond to the pixels containing the object of
interest. Specifically, for a given denoising timestep t, the
self-attention layer l, and the self-attention map S

(l)
t , we

define a corresponding mask M
(l)
t by:

M
(l)
t [i, j] =

{
1 i ∈ O

(l)
t or j ∈ O

(l)
t

0 otherwise,
(1)

where O
(l)
t is the set of pixels corresponding to the object

we aim to preserve. We explain later how we find O
(l)
t .

After defining the mask M
(l)
t , the self-attention map in the

newly generated image is changed to be:

S
∗(l)
t ←M

(l)
t · S

(l)
t + (1−M

(l)
t )S

∗(l)
t , (2)

where S(l)
t and S

∗(l)
t are the self-attention maps of the orig-

inal and the newly generated images, respectively. Addi-
tional mask controls are presented in the supplementary.

To find the pixels in which an object is located (i.e. defin-
ing the set of pixels O

(l)
t ), we leverage the cross-attention

maps. These maps model the relations between each pixel
in the image and each of the prompt’s tokens. For an object
we aim to preserve, we consider the cross-attention map of
the corresponding token in the prompt. We then define the
set O(l)

t of the object’s pixels to be pixels with high activa-
tion in the cross-attention map by setting a fixed threshold.

Figure 6. Segmentation maps obtained using our self-attention
clustering technique. Each segment’s label is determined by the
cross-attention maps of the prompt nouns.

5.2. Controllable Background Preservation

As shown in previous works [46, 21], self-attention in-
jection preserves mainly structures. Therefore, we in-
troduce a controllable background preservation technique
which preserves the appearance of the background and pos-
sibly some user-defined objects, specified by their corre-
sponding nous in the input prompt. We give the user control
to set the user-defined objects to be preserved since different
images may require different configurations. For example,
in Figure 3, a user may want to preserve the oranges if the
basket’s size fits, while in other cases where the size of the
basket is changed, it is desirable to change the oranges to
properly fill a basket with a modified size.

To preserve the appearance of the desired regions, at
t = T1 we blend the original and the generated images,
taking the changed regions (e.g., the object of interest) from
the generated image and the unchanged regions (e.g., back-
ground) from the original image. Next, we present our
novel segmentation approach and describe the blending.
Self-segmentation We perform the segmentation on
noised latent codes and, as such, off-the-shelf semantic seg-
mentation methods cannot be applied. Hence, we introduce
a segmentation method that segments the image based on
self-attention maps, and labels each segment by considering
cross-attention maps. The method is based on the premise
that internal features of a generative model encode the in-
formation needed for segmentation [12, 53].

At t = T1, we average the 322× 322 self-attention maps
from the entire denoising process. We obtain an attention
map of size 322×322, reshape it to 32×32×1024, and clus-
ter the deep pixels with the K-Means algorithm, where each
pixel is represented by the 1024 channels of the aggregated
self-attention maps. Each resulting cluster corresponds to a
semantic segment of the generated image. Several segmen-
tation results are illustrated in Figure 6.

Having extracted the semantic segments, we match each
segment with a noun in the input prompt. For each
segment, we consider the normalized aggregated cross-
attention maps of the prompt’s nouns, and match each
segment to a noun as follows. For segment i that cor-
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Original (Synthetic) ←− Object level variations−→ Original (Real) ←− Object level variations−→

“A cactus and a ball in the desert” “A bottle on the table”

“A sponge and sink” “A bowl of rice on the table”

“A hamster eating watermelon on the beach” “A vase with flowers on the table”

Figure 7. Object-level variations for various scenes, synthetic and real (inverted [30]). For each scene, the leftmost image is the original
one. The emphasized word corresponds to the modified object. As observed, our method generates various shape variations for each object.

responds to a binary mask Mi, and for a noun n in the
prompt that corresponds to a normalized aggregated cross-
attention mask An, we calculate a score s(i, n) =

∑
(Mi ·

An)/
∑

(Mi). We label segment i with argmaxn s(i, n)
if maxn s(i, n) > σ and label it as background otherwise.
The threshold value σ is fixed across all our experiments.

Blending the original and generated images We use the
segmentation map and the corresponding labels to overwrite
relevant regions in the newly generated image. We retain
pixels from the original image only if they are labeled as
background or as a user-defined object in both the original
and new images. This approach helps to overcome shape
modifications in the object of interest, as illustrated by the
example of the basket in Figure 3, where the handle region
is taken from the newly generated image. After blending
the latent images, we proceed with the denoising process.

6. Experiments

6.1. Object Shape Variations

We perform experiments to assess the effectiveness of
our method in generating object-level shape variations, and
compare it to other existing methods. Specifically, we
compare our method with methods that directly provide
variations for an image by changing seed (inpainting [39],
SDEdit [29]), as well as recent text-guided image editing
baselines (P2P [21], I-Pix2Pix [8], PnP [46], Zero-shot Im-
age2Image Translation [32], Imagic [25]).

It should be noted that our method differs from image
editing approaches in two key aspects. First, most edit-
ing methods change the object to an object of a different
class, whereas our method keeps class and offers alterna-

tive options for the same object. Second, editing methods
require the user to provide specific instructions on the exact
object they would like to obtain, whereas our method allows
for an open-ended exploration without relying on such in-
structions. Therefore, we adopted two different approaches
when comparing our method with image editing methods:
(i) we refined the input prompt, and (ii) we replaced the
word representing the object of interest with proxy words.
The second approach, which involves using proxy words,
can also be viewed as an ablation study for Mix-and-Match.

We separately evaluate three important aspects of our
method. First, we aim at achieving high diversity in the
shape of the object of interest. Second, the object class
should remain the same. We term this evaluation objec-
tive as object faithfulness. Third, regions of the image other
than the object of interest should be preserved.

Qualitative Experiments In Figure 7, we show a gallery
of images. Additional results are provided in the sup-
plementary materials. Observe the shape diversity in our
method’s results and the preservation of the original image.

In Figure 8 we compare our method with inpainting [39]
and SDEdit [29] by sampling different seeds to get varia-
tions. For inpainting, we use a mask obtained from our seg-
mentation technique. Similarly to Figure 2, we observe that
applying inpainting results mainly in texture changes, while
SDEdit performs small shape changes but does not preserve
the background and other objects (e.g., cat).

Comparison to text-guided image editing methods is pre-
sented in Figure 9. For each method, we guided the edit-
ing with refined prompts (“eggchair”, “stool”) and with our
automatic proxy words (“cart”, ”bed”, “stool”). Note that
the refined prompts were manually chosen to be types of
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Figure 8. Comparing to methods that generate variations. As can
be seen, our method generates varied shape variations, while other
methods change mostly the texture.

chairs. It should be noted that refining prompts for objects
that do not have subtypes (e.g., basket) is more challeng-
ing. In P2P [21], we show two versions of results, which
differ in the number of self-attention injection steps (10%,
40%). Additional information about the configuration of
each method and comparison to additional methods are pro-
vided in the supplementary materials.

Our diverse results in Figure 9 remain faithful to the class
of chairs while preserving the rest of the image. Not surpris-
ingly, editing methods struggle at keeping the chair when a
different object is specified in the prompt. For example,
when replacing the chair with a cart, wheels are added. In
our method, thanks to Mix-and-Match, we take the shape of
the wheels but the fine visual details of the chair.

As can be seen in Figure 9, injecting self-attention maps
for 40% of the denoising steps in P2P [21] prevents change
in the object of interest (here, a chair). Conversely, when in-
jecting self-attention maps for 10% of the denoising steps,
P2P struggles to preserve the dog and the background.
Instruct-Pix2Pix [8] results are diverse but inferior to our
method in image preservation (eggchair) and faithfulness
(bed, stool). Plug-and-Play [46] struggles at performing
shape changes as it injects the entire self-attention maps
along the denoising process. Compared to Zero-shot Im-
age2Image Translation [32], which requires 1000 prompts
with the proxy word, our method preserves the dog colors
better, and allows for more diverse shapes (see the stool).
We also compared our method to Imagic [25] using Ima-
gen [41]. While Imagic produces high-quality results, our
method has advantages in preserving the background and
being more faithful to the class of a chair. Additionally, our
method is more time-efficient than Imagic’s optimization-
based approach.
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Figure 9. Comparisons to text-guided editing methods. In each
column, we show the results of a different word that replaces the
original word “chair” in the prompt. We apply two different per-
centages of self-attention map injection steps in P2P.

Quantitative Experiments Given a collection of object-
level variations of an image, we measure each objective as
follows. For shape diversity, we extract a mask of the ob-
ject of interest by using CLIPSeg [28], and average the IoU
of each pair of masks in the collection. We define the di-
versity as 1 − IoU. We measure faithfulness by employing
CLIP [34] and computing cosine similarity between an av-
eraged embedding of images containing the object of inter-
est and each of the images in the collection. To quantify
image preservation we utilize LPIPS [52].

We create a dataset of 150 images with various prompts,
and generate 20 variations of the object of interest with each
method. More details about the construction of the dataset
are provided in the supplementary materials. We test other
methods with proxy words (all methods), random seeds (in-
painting, SDEdit), and prompt refinement (I-Pix2Pix, P2P).

In Figure 10 we present quantitative results. Our method
achieves a good trade-off between diversity, faithfulness,
and image preservation. Methods with higher diversity
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Figure 10. Quantitative comparison with other methods. The
graphs above illustrate the trade-off between diversity, faithful-
ness, and preservation. Refer to Section 6.1 for more details.

Original ←− Object level variations−→

Only Prompt Mixing

+ Attention-Based Shape Localization

+ Controllable Background Preservation

Figure 11. Ablating our full object variations pipeline. Original
image was crated using the prompt “A chair with a dog on it”.

scores than ours do not preserve the original image and are
not faithful to the object of interest, as was also demon-
strated in the qualitative comparison. As shown in the
graph, methods with better preservation or faithfulness
scores than ours, hardly change the shape of the object.

Ablation Studies We ablate our full pipeline of generat-
ing object-level shape variations of a given image, showing
the necessity of each part. We present the results in Fig-
ure 11. In the first row, we show the results of Mix-and-
Match without the localization techniques. As can be seen,
Mix-and-Match alone fails to preserve the dog and the back-
ground. Adding the attention-based shape localization tech-
nique, where we create a mask for the self-attention map
based on the word “dog”, allows for the preservation of the
dog. Finally, adding the controllable background preserva-
tion technique keeps the background of the original image.

“a dog with a hat in the park”→ “a dog with a crown in the park”

Original P2P w/ P2P w/ P2P w/ our
40% injection 20% injection localization

Figure 12. Comparison between P2P, which injects the entire self-
attention maps, to P2P integrated with our attention-based shape
localization technique. As demonstrated above, with our localiza-
tion method P2P replaces the hat while preserving the dog.

6.2. Edit Localization

We integrate our localization techniques with existing
text-to-image methods to show improved results when us-
ing these methods in conjunction with our techniques.

Attention-Based Shape Localization Previous meth-
ods [21, 46] have injected the entire self-attention map to
preserve the shapes of the original image. To demonstrate
the effectiveness of our attention-based shape localization
technique, we integrate it with P2P [21] and show the results
in Figure 12 where we aim to change the hat of the dog into
a crown. The figure shows the original generated image on
the left, followed by P2P where we injected the entire self-
attention map during 40% and 20% of the denoising steps,
and P2P with our localization technique. As can be seen,
using P2P involves a tradeoff between accurately changing
the hat into a crown and preserving the original dog. By
integrating our method, we were able to selectively inject
only the rows and columns that corresponded to the dog,
achieving the desired transformation of the hat into a crown
while preserving the original shape of the dog.

Controllable Background Preservation We test our
background preservation technique with PnP [46], P2P [21],
and SDEdit [29] and show the results in Figure 13. For P2P
we use their local blending. To integrate each method with
our technique, we first invert each image [30]. Then, we
segment and label each segment of the image with our tech-
nique, and create a mask of the main object in the image. At
step t = 35 of the denoising process we perform blending
between the edited image and the original one, taking the
background from the original image, and the object from
the edited image.

As can be seen, our method achieves plausible segmen-
tation maps even for inverted images. For PnP and SDEdit,
our method allows editing the object while keeping the
background as in the original image. In P2P we see that
our technique localizes the edit better, removing the cat’s
tail and feet from the image.
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Figure 13. Our controllable background preservation (CBP) tech-
nique integrated with editing methods to localize their edits better.
In P2P [21] our mask is more accurate as observed by the cat’s tail
and feet that are added to the bird without CBP.

7. Discussion and Conclusion
We have presented a method for exploring object-level

shape variations in an image, which addresses two main
technical challenges: changing the shape of an object and
localizing the change. To achieve this, we introduced a Mix-
and-Match technique to generate shape variations, and built
upon self-attention maps injection to preserve the original
image structure, while enabling changes to the object of in-
terest. Furthermore, we demonstrated how the geometric
information encoded in self-attention maps can be used for
image segmentation, which allows for guiding the preserva-
tion of the background. While our method produces plausi-
ble variations of an image, we acknowledge that automatic
proxy-words may fail at times. In the future, we would
like to develop means to explore a continuous words space
rather than the current discrete one.
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