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Abstract

The ubiquity of camera-enabled devices has led to large
amounts of unlabeled image data being produced at the
edge. The integration of self-supervised learning (SSL) and
federated learning (FL) into one coherent system can poten-
tially offer data privacy guarantees while also advancing
the quality and robustness of the learned visual representa-
tions without needing to move data around. However, client
bias and divergence during FL aggregation caused by data
heterogeneity limits the performance of learned visual rep-
resentations on downstream tasks. In this paper, we propose
a new aggregation strategy termed Layer-wise Divergence
Aware Weight Aggregation (L-DAWA) to mitigate the influ-
ence of client bias and divergence during FL aggregation.
The proposed method aggregates weights at the layer-level
according to the measure of angular divergence between
the clients’ model and the global model. Extensive exper-
iments with cross-silo and cross-device settings on CIFAR-
10/100 and Tiny ImageNet datasets demonstrate that our
methods are effective and obtain new SOTA performance
on both contrastive and non-contrastive SSL approaches.

1. Introduction
Federated learning (FL) has been a center of interest for

the research and industrial communities due to its unique
property of collaboratively learning feature representations
from large-scale datasets without compromising the users’
data privacy [28, 49, 20, 16]. It has been successful in joint
visual representations learning from image data while pre-
serving data privacy [28, 35, 22]. However, current prac-
tices in FL are commonly limited to supervised learning
tasks that require high-quality and domain-specific labels to
be available alongside the data. This requirement limits the
deployment of FL in many real-world applications where
access to high-quality labels at the edge is restricted [15].

Self-supervised learning (SSL) has been combined with

*Equal contribution, authors ordered alphabetically.

FL, enabling it to expand its potential of learning feature
representations from the vast amount of unlabeled, pri-
vate, uncurated, and visual data being produced at the edge
[50, 26, 21, 51]. In contrast to supervised FL [7, 10, 28],
federated self-supervised learning (F-SSL) does not require
high-quality labeled data, although it may require another
stage of centralized fine-tuning or personalizing the model
for downstream tasks with limited labeled data. F-SSL
enables the re-purposing of heterogeneous, unlabeled, and
uncurated real-world image data for various downstream
tasks. (viz., image recognition [18], object detection[14],
semantic segmentation[33], facial recognition, authentica-
tion [15, 38], etc.) by collaboratively learning intermediate
visual representations in a privacy-preserving fashion.

One of the unique challenges of F-SSL is learning visual
representations from non-independently and identically dis-
tributed (Non-iid) data [50, 26, 36]. Recent studies in
F-SSL, both image-based [50] and video-based [36], di-
rectly extend the state-of-the-art (SOTA) centralized SSL
pre-training techniques (e.g., SimCLR [5], SimSiam [6],
BYOL [12], Barlow Twins [45] Speed [1], VCOP [43], and
CtP [40]) under the setting of FL. Generally, these F-SSL
methods aggregate the participating clients’ model during
each FL round using FedAvg [28]. While FedAvg pro-
vides certain convergence guarantees during the FL stage,
the downstream task performance is sub-optimal [3].

One of the main reasons for sub-optimal performance is
the uncontrolled divergence between participating clients’
caused by data heterogeneity. [49, 23, 50, 51]. The client’s
model divergence in FL, if not appropriately controlled, af-
fects the aggregated global model, even if the data and the
model quality of individual clients are good, which often
happens when the clients’ models lie in different basins of
the loss landscape [42, 24]. FedAvg, used by most existing
F-SSL work, aggregates the local models based on the num-
ber of data samples on each client. This leads the model to
be biased towards the clients possessing more data [23], and
the optimization trajectory of the global model to be dom-
inated by those clients, thus deviating the model into local
minima, further leading to sub-optimal downstream perfor-
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Figure 1: Pipeline of DAWA for Federated SSL. 1⃝ Local SSL pre-training. 2⃝ Received clients’ models on the server. 3⃝ Computing
layer-wise divergence for each client model. 4⃝ Aggregating the clients’ models weighted by the corresponding layer-wise divergence and
generating a new global model. Note that the client models are discarded after generating the global model.

mance. While bias is common in both cross-silo and cross-
device settings of FL, it can have a more significant influ-
ence in the former, especially when all clients participate
in each FL round to generate the global model and clients
with more data dominate the training. In the cross-device
settings, a fraction of clients participate in every round of
FL, mitigating the possibility of certain groups of clients
dominating the FL training; however, client drift is higher
compared to cross-silo, resulting in a worse global model
when quality clients are not selected.

To alleviate this issue, several aggregation strategies
based on model divergence among clients have been pro-
posed. FedU [50] determines the update of the local client
models’ predictor based on the divergence between the
backbone models of the clients and the server. Despite
its effectiveness, FedU still uses FedAvg [28] to aggregate
client models at the server. This overlooks the problem of
clients’ bias caused by FedAvg during model aggregation.
Another work termed Loss [10] uses clients’ local training
loss as an indicator of the clients’ model quality to aggre-
gate models. However, this method is still biased toward
the clients with lower training loss (similar problem as Fe-
dAvg). Additionally, the existing aggregation strategies as-
sign a single scalar to one client model. Nevertheless, the
different layers of the clients’ model exhibit different levels
of heterogeneity [27, 47]. Assigning a single scalar value to
all layers of a client’s model would exacerbate the bias.

In this paper, we propose a novel aggregation scheme
termed Layer-wise Divergence Aware Weight Aggregation
(L-DAWA) to mitigate the dominant effect of certain clients
in F-SSL. L-DAWA is a unique method that incorporates
angular divergence at the layer level into the aggregation
process. The angular divergence is used as a weighting
coefficient to scale the contribution of each layer from the
client’s models in the generation of the global model at the
server. L-DAWA does not require the transmission of any

clients’ metadata, such as the number of samples and local
training loss, to the server. Instead, it relies solely on the
previous global model and the local clients’ model updates.
By integrating angular divergence during the aggregation
process, similar to the role of momentum, it is possible to
achieve smooth control of the trajectory of model optimiza-
tion and accelerate convergence in the relevant direction.
This would lead the model toward the global optima, result-
ing in better downstream performance (Figure 2, Table 2).

We further adapt L-DAWA into the existing aggrega-
tion methods (FedAvg, Loss, and FedU) to correct the
optimization trajectory dominated by certain clients. We
termed these modified techniques as L-DAWAFedAvg, L-
DAWAFedU , and L-DAWALoss. Experimental results show
that the proposed method and its variants significantly im-
prove the performance both in cross-silo and cross-device
settings. The main contributions of this work are as follows:

• We integrate for the first time the angular divergence
into model aggregation, which maintains a coherent
convergence trajectory during FL training, leading to
better models, see Table 2.

• We propose a novel aggregation method for F-SSL,
dubbed L-DAWA, which utilizes angular divergence as
a weighting coefficient to scale the contribution of each
layer from the client’s models during FL aggregation.
We further adapt L-DAWA into the existing aggrega-
tion methods (FedAvg, Loss, and FedU).

• We perform extensive experiments and compare the
performance of L-DAWA-related methods for both
contrastive and non-contrastive SSL approaches. We
achieve the new SOTA in F-SSL obtaining at most
5.21%, 6.19%, and 6.25% improvement on CIFAR-
10/100 and Tiny ImageNet, respectively under linear
evaluation protocol in cross-silo and comparable per-
formance in cross-device setting.
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(a) FedAvg SimCLR (b) L-DAWA SimCLR (c) FedAvg Barlow Twins (d) L-DAWA Barlow Twins

Figure 2: Illustration of global model optimization trajectories for FedAvg [28] and L-DAWA under the loss-landscapes of FL SimCLR
(a-b) and FL Barlow Twins (c-d) with cross-silo settings. L-DAWA assists the global model in converging smoothly into a substantially
wider loss landscape compared to FedAvg (especially for FL SimCLR with a chaotic loss landscape in (a)). The optimization trajectories
are effectively controlled by L-DAWA. For instance, (b) achieves a shorter path toward the optimum point than (a); (d) obtains a more
smooth converge route near the optimum point compared to (c), which suffers clear oscillations.

2. Literature review
2.1. Self-supervised learning

Self-supervised learning has been explored predomi-
nantly in every computer vision domain [11]. Owing to
learning representations based on exploiting the properties
in the data using some generative or discriminative models
that solve pseudo or pretext tasks. Examples of generative
self-supervised pretext tasks include colorization [48], in-
painting [34], or super-resolution [30]. On the other hand,
discriminative self-supervised pretext tasks include, but are
not limited to, predicting rotation [17], feature alignment
[5, 13, 12, 4, 45, 44], solving jigsaw puzzle (a.k.a. pre-
dicting shuffled patch permutation) [31]. Among these dis-
criminative SSL approaches, feature alignment approaches
such as SimCLR [5], MOCO [13], BYOL [12], SWAV
[4], and Barlow Twins [45] have been in the spotlight re-
cently. Based on their loss function, these SSL approaches
can be categorized into contrastive (requires negative sam-
ples), and non-contrastive (does not require negative sam-
ples) approaches. They can be combined into a single cate-
gory of feature alignment because they enable the model to
learn features that are invariant to the artificial transforma-
tion generated via the data augmentation process.

2.2. Data heterogeneity in FL

Data heterogeneity is inevitable in realistic FL settings
and has been studied extensively in literature [28, 49, 26,
21, 41, 46]. McMahan et al. [28] proposed a client models
aggregation strategy, FedAvg, that can work on certain Non-
iid distributions. FedAvg has been considered as a baseline
for many FL aggregation strategies that improve the perfor-
mance of the model in Non-iid data settings [10, 35]. Data
heterogeneity in FL causes weight divergence, i.e., during
the aggregation, the weights of the model from different
clients are not aligned causing certain weights to cancel
each other [29]. Methods have been proposed to tackle the

weight divergence in F-SSL, such as by introducing global
dataset [49], local training loss [10], or locally updating the
partial model based on the measure of divergence [50, 51].

2.3. Divergence in F-SSL

Studies have been conducted to understand the clients’
model divergence in F-SSL [50, 51]. These frameworks
allow to partially update the local SSL model (e.g., only
updating the predictor) based on the Euclidean distance be-
tween the current model and previous global model. Al-
though these methods are effective on the downstream task,
they are limited to the only non-contrastive SSL technique,
e.g., BYOL[12]. Moreover, these methods naively combine
the clients’ models at the server (using FedAvg) and push
the computation of the model divergence on the clients’
side, requiring the clients to perform extra computation.

Using angular distance for measuring the divergence or
similarity between the weight vectors in supervised [32] and
unsupervised FL is not a new concept. Several works use
angular distance for client clustering. For example, [37]
computes the cosine distance to cluster different clients for
multi-task learning after fetching the learned global model.
In the other works, the cosine-based similarity is used to
perform cluster-based supervised FL of different clients [8],
or to understand the divergence between the representations
of different clients’ predictor networks [7]. The work in
[27] uses hypernetworks to find the similarity between the
weights of the clients’ models for personalized FL. How-
ever, the personalized models for each client are maintained
on the server, which differs from a general FL framework,
where no client’s models are reserved on the server. We
further note that, to the best of our knowledge, there is no
existing work considering angular divergence for model ag-
gregation in the general FL framework, which is considered
in our work.
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(a) FedAvg (b) DAWA

Figure 3: Illustration of optimization trajectories for FedAvg and DAWA. (a) Without any divergence control, FedAvg can deviate from
the actual optimization trajectory by a large margin (b) DAWA effectively controls the trajectory by scaling the clients based on the measure
of their angular divergence compared to the previous global model, effectively restricting the angular divergence range of the clients.

3. Methodology
3.1. Federated self-supervised learning

We consider M partitions {dm}Mm=1 of dataset D to
compose M decentralized clients with {nm}Mm=1 samples
on each local data set. At each communication round r
of FL, the server randomly selects K clients participat-
ing in the training and initializes the local models with the
global model weights wr

g . Then, each decentralized client
k learns the intermediate feature representations wr

k =
FSSL(dk, w

r
g, E) by training with a specific SSL approach

on its own local dataset dk for E local epochs before trans-
mitting the local model wr

k to the server. The server then re-
ceives the local models {wr

k}Kk=1 and aggregate them based
on a weighting factor β(·) to generate a new global model
wr+1

g as follows:

wr+1
g =

K∑
k=1

βkw
r
k. (1)

This process is repeated until model convergence. A
common aggregation strategy is FedAvg [28], which com-
bines the local models based on the number of samples over
selected clients, i.e., βk = nk∑K

k=1 nk
. In realistic FL settings

with heterogeneous client data distribution, some clients
may contain skewed data, not representing the global data
distribution. This scenario could lead to model deviation in
the aggregation step, which can not be solved by vanilla Fe-
dAvg. Several existing works [50, 19] attempt to alleviate
this issue by using Euclidean distance (between the client’s
model and the global model) as an indicator to partially or
entirely update the layers of the client models. Neverthe-
less, the aggregation step on the server for these methods is
still based on FedAvg. Other works [10, 36] use the aver-
aged training loss as a weighting coefficient for aggregation,
i.e., βk = exp(−Lk)∑K

k=1 exp(−Lk)
, thus reflecting the quality of the

locally trained models.
However, the above approaches are generally biased to-

ward the clients with a larger number of data samples or

lower training loss. In this case, the trajectory of the global
model optimization is determined by certain clients [23],
thus deviating into some local minima [49, 25] resulting in
sub-optimal performance (Figure 2). On the model level,
the dominant effect of certain clients during FL training
leads to oscillations in the divergence of the clients’ mod-
els with respect to the global model (Figure 4). This could
deviate the model optimization trajectory, which results in a
decrease in performance on the downstream tasks (see Ta-
ble 2).

3.2. Divergence aware weight aggregation

A smooth control of the trajectory of model optimiza-
tion would assist model convergence and leading to higher
downstream performance. Here, we propose a divergence
aware weight aggregation (DAWA) method by introducing
the angular divergence δk between the clients’ model and
the previous global model into aggregation process (Figure
1). δk can be calculated as follows:

δk = cosθg,k =
wr

g.w
r
k

||wr
g||.||wr

k||
. (2)

The angular divergence determines whether the model
weights are aligned or orthogonal to each other. The range
of δk is naturally restricted to [-1, 1]. To integrate angular
divergence into aggregation, we set βk = δk/K, then Eq. 1
can be re-written as:

wr+1(M−DAWA)
g =

1

K

K∑
k=1

δkw
r
k. (3)

The integration of angular divergence, as a similar role
of momentum, would accelerate convergence in the relevant
direction while dampening oscillations during FL optimiza-
tion (Figure 2 & 3 & 4). For instance, some client models
wr

k may diverge by a large angle (e.g., [180◦, 90◦)) from
the global model wr

g . In this case, δk in Eq. 2 falls into the
range of [−1, 0). The subsequent multiplication of δk with
wr

k in Eq. 3 could correct the alignment with the direction
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Algorithm 1 L-DAWA: Let us consider the server randomly se-
lecting K clients at the given round. The clients train the SSL
model with L layers for E local epochs on its dataset dk with nk

number of samples. The FL optimization lasts R rounds.
Input: K,R, nk, dk, E, L
Output: wR

g

Central server does:
1: for r = 1,..., R do
2: Server randomly selects K clients.
3: for k = 1,...,K do
4: wr

k, nk,Lk = TrainLocally(k,wr
g, E)

5: Aggregation:
6: for l = 1,..., L do
7: Compute divergence δ

(l)
k based on Eq. 2.

8: If M-DAWA then: Compute wr+1
g based on Eq. 3.

9: If L-DAWA then: Compute wr+1
g based on Eq. 4.

10: If L-DAWAFedAvg or L-DAWAFedU then:
11: Compute wr+1

g based on Eq. 5.
12: If L-DAWALoss then:
13: Compute wr+1

g based on Eq. 6.

TrainLocally (k,wr
g):

1: wr
k,Lk = FSSL(dk, w

r
g, E)

2: Upload wr
k, nk,Lk to the server.

of wr
g by effectively reducing the theoretical angular range

of divergence from [180◦, 0◦] to [90◦, 0◦].
However, the divergence at layer-level may dramatically

vary, which cannot be represented by a single value δk of the
whole model. Additionally, directly computing δk on the
entire model is prohibitively expensive in practice impos-
ing large memory footprints and increase the computation
time (see Table 1). As a result, we further calculate angu-
lar divergence δ

(l)
k based on Eq. 2 for each layer. Then, the

layer-wise divergence aware weight aggregation (L-DAWA)
method can be represented as follows:

wr+1(L−DAWA)
g =

1

K

L∑
l=1

K∑
k=1

δ
(l)
k w

r(l)
k . (4)

3.3. Layer-wise divergence adaptation with SOTA
aggregation strategies

The layer-wise angular divergence can be easily inte-
grated to the existing aggregation methods in order to cor-
rect the trajectory of model optimization. Here, we select
three SOTA aggregation strategies, namely FedAvg [28],
Loss [10], and FedU [50]. By introducing divergence, we
term the new variations as L-DAWAFedAvg (Eq. 5), L-
DAWALoss (Eq. 6) and L-DAWAFedU (Eq. 5). Note that
FedU conducts aggregation with FedAvg, and partially up-
date the model based on Euclidean distance. The overall
algorithm is summarised in Algo. 1.

(a) E=1 (b) E=5 (c) E=10

Figure 4: The mean angular divergence between the clients’ mod-
els with respect to the previous global model over R = 100
rounds, computed by the following equation: µδ = 1

K

∑K
k=1 δk,

where K = 10. The higher δ value means lower divergence. L-
DAWA has a good control of oscillations, maintaining the angular
divergence in a lower level over FL rounds than FedAvg.

wr+1(FedAvg)
g =

L∑
l=1

K∑
k=1

nk∑K
k=1 nk

δ
(l)
k w

r(l)
k . (5)

wr+1(Loss)
g =

L∑
l=1

K∑
k=1

exp(−Lk)∑K
k=1 exp(−Lk)

δ
(l)
k w

r(l)
k . (6)

4. Experimental setup
4.1. Federated datasets

For both F-SSL pre-training and downstream tasks eval-
uation, we conduct experiments on CIFAR-10/100 and Tiny
ImageNet datasets [18]. To simulate a realistic FL environ-
ment, we generate Non-iid versions of datasets based on
actual class labels using a Dirichlet coefficient α, where
a lower value indicates greater heterogeneity. As a result,
the datasets are randomly partitioned into 10/100 shards for
cross-silo/cross-device setting to mimic the setup of having
10/100 disjoint clients participating in FL. Additionally, we
scale the value of α to generate various Non-iid levels w.r.t.
class labels and the number of samples.

4.2. Federated SSL pre-training

To perform a side-by-side comparison of the contrastive
and non-contrastive SSL methods, we select SimCLR [5]
and Barlow Twins [45]. Both SSL approaches share the
same network architecture (ResNet-18) [14, 39] as a back-
bone while trained with different loss functions. To eval-
uate these methods on common ground, we maintain the
same hyperparameters for both these methods throughout
the FL pre-training, except the hyperparameters τ in Sim-
CLR and λ in Barlow Twins. We adopted the setup from
Tamkin et al. [39], using a batch size of 256, a learning rate
of 0.03, a weight decay of 1e-4, and an SGD momentum
of 0.9. Unless otherwise stated, we set the number of local
epochs E = 10. For cross-silo FL, all clients participate
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Method Execution Time (Sec) E=1 E=5 E=10
FedAvg (Baseline) 0.29 52.90 63.76 67.64
M-DAWA 22.65 53.87 65.80 68.90
L-DAWA 0.38 53.94 65.44 69.34

Table 1: Ablation study: Linear-probe accuracy on downstream
task and average aggregation execution time for FedAvg, M-
DAWA and L-DAWA. Each method is pre-trained with SimCLR
on the Non-iid version (α=0.1) of CIFAR-10 for R=10 rounds un-
der the cross-silo (K=10) settings.

in the training each round, while 10 clients participate per
round in cross-device setting. The FL pre-training lasts for
R=200 rounds for cross-silo and R=100 rounds for cross-
device settings. All training schemes are implemented with
PyTorch-Lightning [9], and Flower [2].

4.3. Evaluation protocol

A standard linear-probe protocol [5, 26] is utilized to
evaluate the pre-trained SSL models. In this protocol, the
pre-trained SSL model is frozen, and a linear classifier is
learned on top of it. In addition to fine-tuning on the whole
training set, we also conduct semi-supervised learning with
limited labeled data (1% and 10%). Following the setup in
[39], we set the batch size to 128, momentum to 0.9, and
the learning rate to 0.01, which is decayed by a factor of
0.1 after 60 and 80 epochs. We perform the training for 100
epochs and report the test results for the last epoch.

5. Experimental results and discussion
5.1. Ablation studies

We first perform experiments by comparing L-DAWA
and M-DAWA against the baseline FedAvg under the cross-
silo settings with Non-iid data using the SimCLR method
and training them for 10 communication rounds. L-DAWA
and M-DAWA consistently achieve higher performance (Ta-
ble 1) and converge faster (Figure 5) compared to FedAvg.
Particularly, L-DAWA obtains the best results on E=1 and
E=10 settings. On the other hand, we find that M-DAWA
takes 22.65 seconds to complete the aggregation process,
which is around 60× and 78× slower than L-DAWA and
FedAvg, respectively. This computational delay mainly re-
sults from the divergence calculation of the entire model.
Therefore, we stick to L-DAWA for all of the rest experi-
ments due to its stable performance and lower resource con-
sumption compared to M-DAWA.

5.2. Communication efficiency

In this experiment, we analyze the computational ef-
ficiency and model convergence behavior of pre-training
SimCLR and Barlow Twins in FL with FedAvg and L-
DAWA. Figure 6 shows that L-DAWA offers a faster conver-
gence and requires less number of communication rounds to

(a) E=1 (b) E=5 (c) E=10

Figure 5: Average local loss of SimCLR for FedAvg, M-DAWA,
and L-DAWA: Each method is pre-trained with SimCLR on the
Non-iid version of CIFAR-10 for R=10 rounds under the cross-
silo (K=10) setting.

Figure 6: Variation of linear-probe accuracy (%) with commu-
nication rounds for SimCLR and Barlow Twins. L-DAWA shows
stable and improved convergence compared to FedAvg.

achieve a given target accuracy for both SimCLR and Bar-
low Twins compared to FedAvg. Additionally, L-DAWA
offers an improved and stable performance for both SSL
methods. In contrast, FedAvg requires more rounds to reach
a given target accuracy for SimCLR and Barlow Twins.
This is evident from the corresponding optimization trajec-
tories for SimCLR and Barlow Twins as shown in Figure
2. One can see from Figure 2 that the optimization trajec-
tory of FL pre-training of SimCLR with FedAvg lags behind
SimCLR with L-DAWA. Whereas the optimization trajec-
tory of FL pre-training of Barlow Twins with FedAvg os-
cillates more near the optimization point compared to the
one with L-DAWA, which also provides a possible reason
for the deterioration of the performance near the end of FL
pre-training (Figure 6).

5.3. Fairness analysis

In this section, we provide a fairness analysis of our pro-
posed method regarding the number of local data samples
on the clients. To offer a formal illustration, we conduct two
Non-iid federated datasets with 10 clients using CIFAR-
10 at a similar level of difficulty for SSL: (1) each client
contains the same number of samples with only one sin-
gle class (W/Sc) without overlap between the classes; (2)
the Dirichlet coefficient α is set to 0.1 with an uneven dis-
tribution of the samples among the clients. Table 3 shows
the linear-probe performance comparison of L-DAWA with
FedAvg on these two settings. One can see that FedAvg
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Method
CIFAR-10 CIFAR-100

SimCLR Barlow Twins SimCLR Barlow Twins
100% 1% 10% 100% 1% 10% 100% 1% 10% 100% 1% 10%

FedAvg [28] 71.07 53.32 66.13 65.02 43.29 57.06 43.85 21.35 36.49 35.70 12.93 27.04
Loss [10] 71.34 60.14 69.91 57.12 42.70 54.10 44.69 20.90 37.14 34.76 11.08 23.88
FedU [50] 70.36 61.74 69.77 64.55 50.95 61.96 44.31 20.86 36.76 35.25 12.57 26.72
EUC [19] 70.51 60.77 69.37 63.60 49.62 62.61 44.89 21.96 36.90 35.44 12.43 27.07
L-DAWA 75.60 62.19 71.40 69.31 57.62 68.38 49.88 21.53 39.41 41.85 16.92 32.12
L-DAWAFedAvg 75.72 63.74 73.29 69.14 58.98 67.61 49.99 21.87 39.57 41.49 17.35 32.20
L-DAWALoss 76.55 63.86 72.82 69.46 58.74 66.82 50.29 21.43 39.72 41.89 16.36 31.88
L-DAWAFedU 76.23 64.06 72.89 69.50 58.67 67.42 50.59 21.72 39.76 41.72 17.28 31.91

Table 2: Comparison of L-DAWA with SOTA methods on the Non-iid version (α=0.1) of CIFAR-10 and CIFAR-100 under cross-silo
(K=10) settings. The pre-trained SSL models are separately fine-tuned on 100%, 10%, and 1% data samples of the training set.

SSL Type Aggregation Type Non-iid (W/Sc) Non-iid (α=0.1)
E1 E5 E10 E1 E5 E10

SimCLR
FedAvg 49.06 60.06 66.13 50.93 65.42 71.36
L-DAWA 60.45 69.08 73.49 60.29 70.65 75.60

Barlow Twins
FedAvg 49.47 57.14 60.51 51.65 58.84 65.02
L-DAWA 50.54 63.46 65.70 54.84 65.07 69.31

Table 3: Fairness Evaluation of FedAvg and L-DAWA for Sim-
CLR and Barlow Twins. W/Sc means single class per client. Each
method is pre-trained on the Non-iid version of CIFAR-10 for
R=200 rounds under the cross-silo (K=10) settings.

performs worse on the downstream task under W/Sc setting
compared to the case when the clients contain an unequal
number of samples Dir(α = 0.1). This is mainly because
FedAvg is biased toward the clients with more samples than
others (e.g., α=0.1 setting). The model optimized with Fe-
dAvg would deviate to the dominant clients while the con-
tribution from other clients would be diminished [23]. This
causes the model converges in a local optimum with lower
performance on downstream tasks.

Compared to FedAvg, L-DAWA offers higher and more
fair performance in these two Non-iid settings, especially
for SimCLR. One can observe that L-DAWA with E=5 pro-
duces nearly the same results with both configurations. This
demonstrates that our proposed method is agnostic to the
number of data samples on each client. L-DAWA provides
a more balanced optimization over the clients by fairly ag-
gregating the local model weights. Indeed, this would help
the model move towards global optima during FL training.

5.4. L-DAWA in linear fine-tuning

In this section, we compare the performance of our
proposed methods against the state-of-the-art aggregation
strategies, viz., FedAvg[28], Loss [10], FedU [50] and
EUC [19] with supervised and semi-supervised fine-tuning
schemes under cross-silo and cross-device settings.

5.4.1 Cross-silo performance

In Table 2, we compare the linear-probe accuracy of our
proposed L-DAWA-related methods against state-of-the-art
approaches under cross-silo (K=10) setting, fine-tuned with
supervised (100% training set) and semi-supervised (partial
training set) schemes on the datasets of CIFAR-10/100.

First, our methods achieve new SOTA results in all set-
tings. Notably, it gains 5.21% and 6.19% improvement with
100% data fine-tuning on CIFAR-10/100 datasets, respec-
tively. As for the more difficult semi-supervised evalua-
tion, the SOTA accuracy is increased by 2.32% (1% data
setting), 3.38% (10% data setting) and 0.52% (1% data set-
ting), 2.62% (10% data setting) on CIFAR-10/100, respec-
tively.

Second, L-DAWA-related approaches obtain similar im-
provements for both SimCLR and Barlow Twins. This in-
dicates that our methods are agnostic to contrastive or non-
contrastive SSL models.

Third, L-DAWA achieves higher performance on all
of the settings compared to the baselines (FedAvg, Loss,
FedU, and EUC). This highlights the importance of inte-
grating divergence into aggregation during FL training. The
angular divergence plays a similar role of momentum, ac-
celerating convergence toward the global optima in the rel-
evant direction while diminishing oscillations during FL op-
timization. In contrast, FedAvg and Loss-based aggregation
would be dramatically influenced by the dominant clients
with larger amounts of data or lower loss, leading to a devi-
ation of the optimization trajectory.

Interestingly, the modified versions of FedAvg, Loss,
and FedU (L-DAWAFedAvg, L-DAWALoss and L-
DAWAFedU ) provide better and unbiased results once the
layer-wise divergence is introduced into the aggregation.
This is mainly because the integration of angular diver-
gence offers a corrective effect with respect to the original
optimization trajectory (Figure 2). Indeed, the combination
of L-DAWA with the existing SOTA methods boosts the
performance at a large scale and provides various candi-
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α values
Non-iid levels 0.1 0.2 0.4 0.6

SimCLR
FedAvg 50.92 53.26 53.98 53.94
L-DAWA 60.29 63.41 62.98 63.40

Barlow Twins
FedAvg 53.45 54.72 54.18 54.82
L-DAWA 54.84 57.90 54.61 57.89

Table 4: Performance of FedAvg and L-DAWA for SimCLR and
Barlow Twins within different Non-iid levels (α values). Each
method is pre-trained on CIFAR-10 with 1 local epoch for R=200
rounds under the cross-silo (K=10) settings.

Aggregation Type E1 E5 E10
FedAvg 16.87 27.70 32.92
Loss 15.25 28.47 33.37
FedU 16.41 27.46 32.63
L-DAWA 23.12 31.97 37.72

Table 5: Evaluation with SimCLR on the Non-iid version of Tiny
ImageNet under the cross-silo (K=10) setting.

dates for different settings. For instance, L-DAWALoss and
L-DAWAFedU achieve the highest accuracy in 100% data
setting, while L-DAWAFedAvg performs best in the most
challenging setup (1% semi-supervised evaluation).

We further evaluate L-DAWA on a larger dataset Tiny
ImageNet, compared with SOTA approaches (Table 5).
A large margin of improvements (6.25%, 3.50%, 4.35%)
is obtained by L-DAWA for the settings of 1/5/10 local
epochs, respectively. This demonstrates that our proposed
method has a good generalization on a large dataset.

We also show the results of our proposed method on dif-
ferent Non-iid levels of cross-silo by scaling Dirichlet co-
efficient α from 0.1 to 0.6 (Table 4). One can see that the
performance of all methods shows a slight increase trend
with Non-iid levels decreasing. Noticeably, L-DAWA ob-
tains higher performance at all levels of Non-iid settings, es-
pecially for SimCLR (α = 0.1) with 9.37% improvement.
Interestingly, the results on the α = 0.2 setting are better
than others. This indicates that the Non-iid level for image-
SSL may be partially determined by actual class labels.

5.4.2 Cross-device performance

Compared to cross-silo, cross-device setting is more chal-
lenging due to its nature of heterogeneous data distribu-
tion. One can observe from Table 6 that our proposed meth-
ods still perform better than all baselines with a slight im-
provement of 1.26%/0.25% (SimCLR) and 0.25%/0.85%
(Barlow Twins) on CIFAR-10/100, respectively. Also, the
combination of L-DAWA with the existing methods (L-
DAWAFedAvg and L-DAWALoss) provide the best perfor-
mance at most of the settings, suggesting that in cross-
device settings the integration of angular divergence is nec-
essary to boost performance.

Method CIFAR-10 CIFAR-100
SimCLR Barlow Twins SimCLR Barlow Twins

FedAvg 68.66 62.07 44.59 32.65
Loss 66.09 56.40 44.83 33.27
FedU 68.52 61.43 44.56 32.89
L-DAWA 68.20 58.25 45.04 34.12
L-DAWAFedAvg 69.92 62.32 44.19 33.20
L-DAWALoss 68.79 61.36 45.08 31.93
L-DAWAFedU 69.69 62.19 44.97 32.84

Table 6: Comparison of the proposed aggregation strategy with
state-of-the-art methods on the Non-iid version (α=0.1) of CIFAR-
10 and CIFAR-100 under cross-device (K=100) setting.

Tiny ImageNet Tiny ImageNet
Methods → CIFAR-10 → CIFAR-100
FedAvg 77.46 52.11
Loss 77.52 52.68
FedU 76.70 52.25
L-DAWA 81.87 57.81
L-DAWA-WFedAvg 81.61 57.75
L-DAWA-WLoss 81.87 57.86
L-DAWA-WFedU 81.62 57.34

Table 7: Comparison of the proposed aggregation strategy with
state-of-the-art methods for transfer learning with cross-dataset
evaluation under cross-silo (K=10) setting.

5.5. Evaluation on transfer learning

We further evaluate the generalization of the learned
features from FL pre-training by fine-tuning the resulting
model on a different dataset. Such evaluation helps in as-
sessing whether the pre-trained representations can be trans-
ferred to different downstream tasks. We follow the same
procedure that is adopted for linear evaluation. Specifically,
we first perform FL pre-training on Tiny ImageNet followed
by linear-probe evaluation on CIFAR10/100.

One can see from Table 7 that L-DAWA generalizes
well for both CIFAR-10/100 compared to other aggregation
strategies in the cross-silo settings. Particularly, it obtains
4.4% and 5.7% improvements under these two cross-dataset
settings, respectively. Additionally, with the integration of
angular divergence into FedAvg, Loss, and FedU, a signifi-
cant performance boost is obtained for these methods.

6. Conclusion

In this paper, we proposed layer-wise divergence aware
weight aggregation (L-DAWA) for SSL pre-training in FL.
We empirically show that the SOTA methods get biased to-
wards the clients’ metadata (number of samples and loss).
To reduce such bias, L-DAWA scales the weighting of each
layer of clients’ models, based on the measure of layer-wise
angular divergence with previous global model. Extensive
experiments show that L-DAWA obtained a new SOTA per-
formance in the cross-silo and cross-device settings with
both contrastive and non-contrastive SSL methods.
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