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Abstract

This paper proposes a novel approach for rendering
a pre-trained Neural Radiance Field (NeRF) in real-time
on resource-constrained devices. We introduce Re-ReND,
a method enabling Real-time Rendering of NeRFs across
Devices. Re-ReND is designed to achieve real-time perfor-
mance by converting the NeRF into a representation that
can be efficiently processed by standard graphics pipelines.
The proposed method distills the NeRF by extracting the
learned density into a mesh, while the learned color infor-
mation is factorized into a set of matrices that represent the
scene’s light field. Factorization implies the field is queried
via inexpensive MLP-free matrix multiplications, while us-
ing a light field allows rendering a pixel by querying the
field a single time—as opposed to hundreds of queries when
employing a radiance field. Since the proposed representa-
tion can be implemented using a fragment shader, it can
be directly integrated with standard rasterization frame-
works. Our flexible implementation can render a NeRF
in real-time with low memory requirements and on a wide
range of resource-constrained devices, including mobiles
and AR/VR headsets. Notably, we find that Re-ReND can
achieve over a 2.6-fold increase in rendering speed versus
the state-of-the-art without perceptible losses in quality.

1. Introduction

Neural Radiance Fields (NeRFs) [20] have revolution-
ized the field of novel view synthesis, as demonstrated by
their impressive capacity to reconstruct complex objects
and scenes with remarkable detail [2, 31]. The impres-
sive performance of NeRFs casts them as a decisive tool
for capturing and representing 3D objects and scenes. As
a result, NeRFs hold great promise for countless practi-
cal applications, including video games, movies, and Aug-
mented/Virtual Reality (AR/VR).

However, the impressive performance of NeRFs comes
with significant computational costs when rendering novel
views. This slow rendering is mainly due to two limit-

Figure 1. Rendering NeRFs in real-time on resource-
constrained devices, such as AR/VR headsets and mobiles. We
present Re-ReND, a method for rendering a pre-trained NeRF in
real-time on a variety of devices with constrained computational
resources. Re-ReND preserves remarkable photo-metric quality
even when rendering at over 1,013 FPS on a desktop browser, or
at the capped 74 FPS of a VR headset. Please, refer to the accom-
panying video for a demonstration of Re-ReND’s capacities.

ing properties of NeRFs, which dramatically increase their
computational requirements. Firstly, they use a volumet-
ric representation to model scenes [9]], implying that ren-
dering a single pixel requires hundreds of queries in space.
Secondly, they leverage a Multilayer Perceptron (MLP) to
model radiance and density across space, meaning that each
of those spatial queries involves evaluating an expensive
MLP. These properties make it challenging to render NeRFs
in real-time on resource-constrained devices, which hinders
their practical deployment.

A plethora of research efforts target the efficiency of
NeRFs. A line of work focused on shortening training
times [8l 210, while another looked at accelerating
rendering times [22, 26]. Notably, some methods pre-
tabulate a NeRF’s output on a sparse grid, and achieve
real-time rendering by leveraging powerful GPUs [36),
[13]. However, these methods are still incompatible with
widely-available graphics pipelines that enable rendering on
resource-constrained devices via popular frameworks such
as WebGL and OpenGL ES. This incompatibility stems
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from the rendering approach inherited from NeRFs, as vol-
ume rendering demands ray marching, which is dramati-
cally more expensive than mesh rasterization.

In this paper, we present Re-ReND, a method that en-
ables Real-time Rendering of NeRFs across Devices, in-
cluding resource-constrained devices such as VR headsets
and mobile phones. To attain this end goal, we define
and achieve three objectives: (i) enabling compatibility
with widely-available graphics pipelines, (ii) obtaining ray
color with a single query, and (iii) avoiding MLP evalua-
tions for such queries. Given a pre-trained NeRF as input,
Re-ReND renders it in real-time by transforming the knowl-
edge learned by the NeRF into an alternative representation.
In particular, Re-ReND distills the NeRF by extracting the
learned density into a mesh, and the learned color infor-
mation into a set of matrices that efficiently factorize the
scene’s light field. Re-ReND is thus capable of rendering a
NeRF in real-time, making it deployable on a wide range
of devices. When rendering challenging unbounded real
scenes, our method achieves over 2.6-fold speed improve-
ments above the state-of-the-art, while maintaining compa-
rable quality. Furthermore, given that our rendering entirely
disposes of MLPs, we can easily deploy it on other con-
strained devices, like VR headsets, where other methods
cannot adapt. Please refer to Figure |I| for an overview of
the capabilities of Re-ReND.

In summary, our contributions are threefold: (i) We
introduce Re-ReND, a method enabling real-time render-
ing of a pre-trained NeRF on resource-constrained devices.
Re-ReND works on a wide variety of NeRFs, achieves
remarkable rendering speeds at negligible costs to photo-
metric quality, and is compatible with popular graphics
pipelines available in common devices. (ii) Re-ReND en-
ables fast rendering of a NeRF by transforming it into a rep-
resentation with three fundamental qualities: it resembles a
graphics-friendly representation (i.e. a mesh-texture pack-
age), it obtains ray color via light fields (avoiding expensive
volume rendering), and it factorizes the light field compu-
tation as an MLP-free matrix multiplication. (iii) We con-
duct a comprehensive empirical study of Re-ReND across
resource-constrained devices. Our results find remarkable
boosts in rendering time that come at insignificant costs to
image quality. Notably, we find Re-ReND boosts rendering
speeds by 2.6 x at low memory expenses in challenging real
scenes, enabling real-time rendering on various devices.

Striving for reproducibility, we provide our implementa-
tion of Re-ReND, written in PyTorch [24], in the Appendix.

2. Related Work

Light Field Representations. Light fields [17] represent a
scene as integrated radiance along rays, i.e. they are the in-
tegral of radiance fields. Unlike radiance fields, light fields
directly map ray origin and direction to color, allowing for

a single query to compute a pixel’s color instead of mul-
tiple queries. Innovative works have aimed at parameter-
izing light fields with neural networks [28} 29, |1 |10} 32].
However, despite their desirable properties, light field rep-
resentations have been found to be challenging to learn [16].
This difficulty mainly stems from (i) their reductive for-
mulation of appearance requiring compensation with clever
parameterizations [28, [10] or larger and data-hungry ar-
chitectures [32], and (ii) their indirect use of geometry
that calls for injecting geometric priors elsewhere in the
pipeline [29] [1]. Our proposed Re-ReND renders a pre-
trained NeRF in real time by distilling the NeRF’s color
knowledge into a light field, thus leveraging the inherent
one-query-per-pixel virtue of these fields. In particular, our
light field formulation is similar to [35]], whereby the field
generates the color at the point of intersection between the
camera ray and the scene’s geometry. We further accelerate
rendering by factorizing the light field into matrices, and en-
abling compatibility with graphics pipelines by storing such
matrices into texture map-like arrays.

Factorizing Neural Fields. NeRFs [20] use an MLP to
map a position p € R3 and a view direction d € R? to
color and density. Various works have studied the com-
plex interplay between position and view direction that hap-
pens inside NeRFs [13} 11} 36} [27, |34]]. Notably, Garbin et
al. [11] highlight how caching a NeRF’s output is precluded
by the dependence of color on both p and d. Thus, the au-
thors propose to factorize color into two independent func-
tions (separately for p and d), such that the inner product of
their outputs generates color. This factorization allows for
caching the NeRF’s output, and thus effectively disposes
of MLPs for rendering. Our work enables real-time ren-
dering by combining this factorization approach with the
color formulation of light fields. Specifically, we leverage
the NeRF-factorization method of [[11] to factorize a Neu-
ral Light Field. This combination allows Re-ReND to enjoy
both the factorization’s MLP-free rendering, and the one-
query-per-pixel virtue of light fields.

Rendering of Neural Fields. Neural fields achieve impres-
sive photo-realistic quality at undesirably large computa-
tional costs [20]. Various works have addressed training
costs [21} 27, 15, 130], while others focused on rendering.
For rendering, advances in differentiable and fast render-
ing [14} 23, [7] have enabled novel advances and applica-
tions [39]]. While several approaches achieve real-time ren-
dering on power-intensive setups [L1} 36, 26, 18| 25] with
access to GPUs, we focus on enabling real-time render-
ing on resource-constrained devices such as AR/VR head-
sets and mobiles. Rendering can be accelerated by ex-
ploiting graphics pipelines offered by the hardware of these
devices. Both SNeRG [13]] and PlenOctrees [36] lever-
aged optimized graphics routines for in-browser render-
ing, but did not exploit efficient mesh-oriented pipelines.
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Figure 2. Rendering a NeRF using Re-ReND. Given a pre-trained NeRF, Re-ReND renders it in real time by leveraging a mesh and light
field embedding maps (u, v, w and ) which are compatible with a standard rasterization pipeline with programmable shaders. Rendering
occurs in three steps: a) The mesh gets rasterized, and its vertices go through a regular vertex shader. b) The light field embedding maps are
indexed (with the uv coordinates from the rasterization) to obtain values for the position-dependent (u, v and w) and direction-dependent
(8) embeddings. ¢) Pixel colors are obtained by combining u, v, w and 3 in a custom fragment shader implementing an inexpensive dot
product. Since Re-ReND uses light fields, alpha compositing is unnecessary, and so we set alpha values to 1. Note that our method entirely
disposes of MLPs at render time, and thus enjoys substantial boosts in rendering speed.

These pipelines are difficult to exploit in NeRF’s formu-
lation, since the volume rendering [9] nature of NeRFs is
incompatible with the polygon-oriented paradigm of mesh
rasterization. In this work, we accelerate the rendering
of NeRFs by transforming their learned knowledge into
a mesh-friendly representation on which efficient mesh-
rasterization pipelines can operate. In particular, we rep-
resent a scene as a mesh whose texture maps are filled with
“light field embeddings”, which result from factorizing the
scene’s light field. Concurrently with our work, Chen et
al. [6] propose MobileNeRF, which also exploits mesh-
rasterization pipelines for fast rendering on devices. While
MobileNeRF uses surface-based neural fields, Re-ReND
uses light fields at the surface of objects. Furthermore, our
method acts as a framework for transforming a pre-trained
NeRF to an MLP-free and rasterization-friendly representa-
tion that is capable of real-time rendering across devices.

3. Problem Formulation

Given a pre-trained NeRF, we aim at rendering it in real
time on a variety of resource-constrained devices. Our goal
is to transform said NeRF into a representation that runs on
standard mesh-rasterization pipelines. A NeRF is a func-
tion R (parameterized by an MLP), which maps from a 3D
location p and a 2D viewing direction d to an RGB emitted
color ¢ and volume density . Formally, a NeRF imple-
ments R : (p,d) — (c,0). To render a pixel, NeRF
follows the classical volume rendering formulation. In this
formulation, the color assigned to a pixel with associated
camera ray r(t) = o + ¢ d is given by:

Cr) = / T(t) o (e() e(r(t), d)dt, (1)

where T(t) = exp (— f: o (r(s)) ds) represents the
transmittance accumulated along r.

To reach our goal of real-time rendering of NeRFs in
resource-constrained devices, we must address the follow-
ing three limitations of NeRFs: (i) their implicit nature con-
flicts with the explicit representations demanded by mesh-
rasterization pipelines, which request a mesh x and a tex-
ture map M, (ii) they compute color via Eq. (I), thus re-
quiring expensive numerical estimation of the integral, and
(iii) computing the individual integrands for this estimate
requires evaluating the MLP that parameterizes R.

We seek a method that transforms R’s knowledge into an
alternative representation that circumvents these three lim-
itations of NeRFs. That is, we require the method to out-
put a rasterization-friendly representation, to compute pixel
color with a single query, and to entirely dispose of MLPs
for modeling view-dependent effects. Moreover, we require
the method to effectively work on a wide variety of NeRFs.

4. Method: Re-ReND

We now introduce Re-ReND, a method enabling real-
time rendering of a pre-trained NeRF on resource-
constrained devices. Re-ReND receives a pre-trained NeRF
R as input and transfers its knowledge to an alternative rep-
resentation S that is fast and inexpensive to render. The
representation generated by Re-ReND achieves fast render-
ing by (i) representing the learnt scene as a mesh whose
texture maps store embeddings, (ii) obtaining ray color via
light fields (instead of radiance fields required by expensive
volume rendering), and (iii) factorizing the light field com-
putation as an MLP-free matrix multiplication. Please refer
to Figure [2] for an overview of Re-ReND.

In essence, Re-ReND transforms a pre-trained NeRF
R into a rasterization-friendly representation & =
{x,M}. This representation is composed of a mesh
X, and a set of four texture-map-like matrices M =
{My, My, M,,,Mg}. Each matrix M; stores represen-
tations we dub “light field embeddings”, where position-

3634



a) Pseudo data and polygonal mesh

g l' = Sig (@m— - I'l
B ’
u v w

c

L u v w
pos ¢) Dot Product
2
~f =2 O -@l:
reR c Lpseu(r)
Lai: &)
b) Re-ReND d) Optimization

Figure 3. Training Re-ReND. a) Starting with a pre-trained NeRF, we extract a polygonal mesh and generate pseudo-images to train
our factorized NeLF. These images are generated by rendering the NeRF from various points of view. b) Our factorized NeLF consists of
two MLPs (Lpos and Lg;;) that independently compute position and direction embeddings. Los outputs position-dependent deep radiance
embeddings (u, v, w) for points on the mesh’s surface, while Lq;: outputs direction-dependent embeddings (3). Since this representation
is amenable to “baking”, i.e. pre-computing and storing outputs, it allows us to dispose of MLPs for deployment. ¢) Under this formulation,
computing pixel color amounts to a dot product of (u, v, w) and 3. d) We optimize our framework with an MSE reconstruction loss w.r.t.

to the pseudo-images we extracted from the pre-trained NeRF.

dependent effects are modeled by the first three matrices,
while the fourth one accounts for view-dependent effects.
While obtaining the mesh Y is straightforward from the den-
sities generated by R, constructing M is challenging.

In the next two sections, we describe how we obtain M.
In particular, Section 1] describes how we approximate
R with a Factorized Neural Light Field (NeLF), and Sec-
tion [4.2] explains how we extract M from this NeLF.

4.1. Representing R with Factorized NeLFs

We construct M by using the radiance field R as su-
pervision to train a Factorized Neural Light Field (NeLF).
Factorized NeLFs are light fields whose computation can be
expressed as inexpensive matrix multiplications. We first
explain the formulation for constructing a NeLF, and then
the formulation for their factorization.

NeLF. We extract the color information learned by the
NeRF R into a NeLF L. Light fields are the integral of radi-
ance fields: while radiance fields reconstruct the individual
integrands of Eq. (T)) along the ray, light fields directly es-
timate the integral’s value, i.e. the ray’s color. Thus, light
fields are more suitable for our purposes, as they directly
yield C(r) instead of computing the integral of Eq. (T).

Formally, given a position p and direction d, the light
field models the integrated radiance along the ray with ori-
gin at p and direction d, i.e. C(p +t d), ¢t € [0,400). If
the scene’s geometry is known, empty space can be skipped
by considering a ray whose origin is the collision point of
the ray and the scene’s geometry. We use our mesh y as an
estimate to this geometry, and define p}, = r A x as the first
intersection point between ray r and mesh . The NeLF L
thus must approximate C, that is,

L(p%,d) ~ C(p+td), t €[0,+00). 2)

Inspired by [32]], and using the formulation of Eq. (Z), we
can distill a NeRF R into a NeLF L. Specifically, we can

use R to compute the right hand side of this equation, and
use these values as supervision to learn L. Thus, the NeLF
is tasked with predicting the color of ray r when evaluated at
the collision point p} . In practice, we sample camera views
(and their associated set of rays R) and use R to compute a
set of pseudo-images Z,ey. Furthermore, we use x to pre-
compute the collision points between the rays in R and the
scene. We then evaluate L at these points, and task it with
predicting the colors given by Zeq.

Factorized NeLFs. For a given camera ray, the NeLF L
predicts ray color when evaluated at the collision point of
the camera ray and the scene. Because of the light field
formulation, this approach can compute pixel colors with a
single MLP query. However, L’s evaluations are still expen-
sive due to its MLP parameterization. Hence, we propose to
rather learn a Factorized NeLF. The architecture of a Factor-
ized NeLF is amenable to “baking”, i.e. pre-computing and
storing network outputs, to dispose of MLPs at rendering
time. We next describe Factorized NeLFs in detail.

Recall that our NeLF is a function L : (p},d) ~ c,
parameterized by an MLP. This function maps a point (on
the mesh) p%, € R? and a ray direction d € R* to an RGB
color ¢ € R3. A Factorized NeLF Ly shares the same
signature with L, but internally processes p} and d with
two independent MLPs whose outputs produce color via an
inexpensive matrix multiplication. We define these under-
lying direction- and position-dependent MLPs [11] as

D
Lpos : Py = [u, v, w] € R 3

3)
L, :d — B e RP.

We refer to the vectors u, v, w, and 3 as light field embed-
dings. Our Factorized NeLF L is thus defined as

LF (p;> d) = Sig (Lpos(pX)TLdir(d))

4
= Sig ([u,v,w]Tﬂ) , @
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where Sig is the sigmoid function. Note, in Eq. (@), the
position-dependent embeddings (u, v, w) are weighed by
the direction-dependent embeddings 3. This formulation
enables accelerated rendering via baking: Lo and Lg;; out-
puts are pre-computed and stored, so that L » can be approx-
imated at test time with an inexpensive MLP-free operation.

Training Factorized NeLLFs. We train Ly to predict the
colors given by the set of pseudo-images Z,sy When evalu-
ated at the point of collision with the scene. Formally, we
train L to minimize the photo-metric loss

L= Z HLF (p§<,d) _IpseU(r)H;v )

rcR

where R is the set of rays with which the set of pseudo-
images Zpseq Was computed, and Zpgey (r) further denotes the
color assigned to ray r in the pseudo-images.

4.2. Factorized NeLFs to Real-time Rendering

We now use our Factorized NeLF to build M, the miss-
ing piece in our a rasterization-friendly representation S =
{x, M}. Recall M = {My,M,, M, Mg} is a set of
four matrices, where the first three matrices model position-
dependent effects, and the fourth one view-dependent ef-
fects. Here we describe how we leverage our Factorized
NeLF to construct M, and then how we integrate this rep-
resentation with mesh-rasterization pipelines.

Constructing M. The Factorized NeLF formulation from
Eq. (@) is amenable to baking, i.e. pre-computation and stor-
age. Namely, if the outputs of L, and Lg;; are baked,
computing a ray’s color is reduced to an inexpensive MLP-
free operation. To enjoy this MLP-free property when ren-
dering with a mesh-rasterization pipeline, we use M to
store the baked outputs. Specifically, we pre-compute light
field embeddings at various inputs and store them in the
corresponding matrices My, M, My, and Mg. For the
position-dependent embeddings, we traverse x’s faces, ex-
tract Npos points in each face’s normalized uv coordinates,
and then evaluate Ly, at such positions. Analogously, for
the direction-dependent embeddings, we evaluate Lg;, at in-
dependently sampled Ny, azimuth and elevation angles.

Once constructed M, we are ready to integrate our rep-
resentation S with the rasterization pipeline.

Integration with mesh rasterization. We render our repre-
sentation S = {x, M} on a standard graphics pipeline, en-
abling real-time rendering across devices, from mobiles all
the way to VR headsets. Note that our scene representation
is compatible with standard graphics pipelines: the required
mesh is compatible with the y mesh extracted from R, and
the texture are our four matrices in M. In particular, as
common in production rendering [4], we store the position-
dependent info (M, M, and M,,) into a texture map-
like with per-face textures, and the direction-dependent info

Device Type oS GPU Browser
Samsung S21| Phone | Android 13 Mali G78 Chrome
Motorola G9 | Phone | Android 11 Adreno 610 Chrome

Galaxy S6 | Tablet | Android 13 Mali G72 MP3 Firefox
Dell Laptop | Windows 10 Integrated GPU Firefox

Gaming Lap. | Laptop | Windows 10 |[NVIDIA GF RTX 2060 | Firefox
Desktop | Desktop|Ubuntu 18.04 | NVIDIA GF RTX 3090 | Chrome
Meta Quest P.| Headset Oculus Adreno 650 —

Table 1. Testing Devices. We compare Re-ReND against other
methods on a set of representative devices with a wide range of
compute capabilities. Our devices include low- to high-end mobile
phones, tablets, laptops, desktop computers, and a VR headset.

(M) in a texture map sorted by its corresponding sampling
angles. We then quantize all baked outputs, and export them
as PNG files. Finally, we deploy our rendering pipeline
within a fragment shader for compatibility with standard
rasterization frameworks (please refer to Figure [3).

5. Experiments

Next, we conduct an extensive study of Re-ReND per-
formance on multiple scenes and devices.
Datasets. We experiment on both synthetic and real data
by using two standard datasets:

¢ Synthetic 360° dataset [3]], eight synthetic scenes with
intricate geometries and non-Lambertian materials.
Each scene has 100 views for training and 200 views
for testing, both at a resolution of 800px x 800px.

e Tanks and Temples (T&T) dataset [15], an un-
bounded dataset consisting of hand-held 360° captures
of four large-scale scenes. We use the dataset configu-
ration of [37]].

Devices. Our main goal is to test our method on hardware-
constrained devices such as mobile phones, tablets, and
VR headsets. Nonetheless, for completeness, we also test
Re-ReND on more powerful laptops and desktops. In total,
we test Re-ReND on seven devices reported in Table

5.1. Implementation details

Pre-trained NeRFs. For the pre-trained NeRF models R,
we use MipNeRF [2] (in the Synthetic 360° dataset), and
NeRF++ [37] (in the T&T dataset).

Meshing. Obtaining the mesh x from a pre-trained NeRF
requires distilling the learnt geometry. For the Synthetic
360° dataset, we run Marching Cubes [[19] on a density grid
of side K = 256, except for the ficus object, in which
we use K = 512 to capture finer geometric details. For
the T&T dataset, we use a grid with K = 512. We re-
move small connected components resulting from noisy es-
timates, and decimate the meshes to around 400k faces. Fi-
nally, we enclose unbounded scenes within a dome.
Pseudo-Image Generation. Training the Factorized NeLF
via Eq. (B requires the set Zp, of pseudo-images. We ob-
tain these images by using the NeRF to render 10k images
from random camera poses for each scene.
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Synthetic 360° Unbounded 360°

Device |Method FPS |GPU (MB)|Disk (MB) [PSNR (dB) | Mesh (F/V)| FPS |GPU (MB)|Disk (MB) |[PSNR (dB) | Mesh (F/V)
M-NeRF 41.7 570 125.8 30.9 494k/224k | 22.8 943 311.3 15.6 494k/224k

Samsung | SNeRG t 3,627 87.0 30.4 N/A 1 4,386 324.8 14.0 N/A
Ours 54.7 532 199.0 29.0 205k/99k | 33.5 816 288.3 17.9 244k/117k
M-NeRF [6] [124.3| 7,350 125.7 30.9 494k/224k | 14.3 7,970 311.3 15.6 332k/543k
SNeRG 49.1 3,963 87.0 30.4 N/A 9.9 5,102 324.8 14.0 N/A
Ours 701.4| 1,501 199.0 29.0 205k/99k |235.3| 1,800 288.3 17.9 244k/117k

Desktop |Ours (Large) [329.6| 2,964 800.7 30.1 205k/99k | 118.6| 3,445 1,142.9 18.0 244k/117k
NeRF [20] Te-4 OOM 133 31.0 N/A Te-4 OOM 133 19.0 N/A
Mip-NeRF le-2 OOM 7.4 33.1 N/A — — — — —
NeRF++ — — — — — 8e-4 OOM 29.0 20.1 N/A

Table 2. Quantitative Results. We report rendering speed, GPU memory a disk requirements, PSNR, and number of mesh faces and
vertices on a mobile device and a desktop computer for both datasets. The last three rows include baseline methods, which do not run on
mobile devices. Rendering speed is measured at a resolution of 8K on a desktop and 800px on a mobile device (Samsung). GPU memory
requirements are calculated for rendering a full frame. Methods unable to render an entire frame are denoted as Out of Memory (OOM).
Along with our base model, we report metrics on a variation “Ours (Large)” with higher texel count (10) and larger embedding dimension
(64). We achieve a major speedup along with a higher quality rendering on the Unbounded 360 dataset and a slight degradation of quality
in the Synthetic 360 dataset. “t” denotes the method was unable to run on device while “—” denotes a missing implementation.

GT

Re-ReND MobileNeRF

Figure 4. Qualitative Results on Synthetic Scenes. We show
renderings of two synthetic scenes to compare Re-ReND and Mo-
bileNeRF [6]. In both scenes, we can see how Re-ReND ac-
curately more reproduces light effects like shininess and reflec-
tions. Notice that MobileNeRF fails to model such scene produc-
ing holes and high frequency noise.

Factorized NeLF Training. We implement the position-
and direction-dependent MLPs (Lpos and L) by follow-
ing [32]], and thus employ intensive residual blocks and
deep architectures of 88 layers. We train these MLPs with
hard-ray sampling and learning rate warm-up strate-
gies. We train with a batch size of 200k rays for 2.5 days on
one NVIDIA A100 GPU.

Baking Light Field Embeddings. For baking 3, we uni-
formly sample elevation and azimuth angles in [0-180°] and
[0-360°], respectively. We use 1024 samples for synthetic
scenes and 2048 for real scenes. When quantizing u, v,
w, and 3 for their storage as PNG files, we perform per-
channel min-max normalization. Unless otherwise stated,
we use 18 = [6x6/2] texels per triangle face.

Rendering with Shaders. Since Re-ReND requires no
MLP queries, we implement it in a simple fragment shader.

This implementation allows deploying Re-ReND across not
only various devices, but also different graphics frame-
works. Notably, this implementation allows us to deploy on
a VR headset (Meta Quest Pro), which runs Unity shaders.
The shader computes color by combining the position-
and direction-dependent embeddings according to Eq. (@),
where each embedding is queried from its corresponding
texture map. In turn, each texture map is a 2 x 4 grid stored
in a 4-channeled PNG image, thus fully accounting for our
default embedding dimension D = 32 = 2 x 4 x 4. We
obtain the position embeddings by indexing M, v w With
the fragment’s uv coordinates, while the direction embed-
dings are obtained by indexing Mg with the azimuth and
elevation angles. Since texture values are 8-bit quantized,
we map to the original range by reverting the per-channel
min-max normalization. We provide a full implementation
of our shaders in the Appendix.

5.2. Main Results

We compare against two methods intended for fast ren-
dering, SNeRG and MobileNeRF [6]].

Quantitative Results. The first three rows of Table 2]
show how Re-ReND can achieve real-time rendering when
deployed on a mobile. For both datasets, we find that, while
SNeRG achieves reasonable disk usage and photo-metric
quality, it is ultimately incapable of interactive rendering.
On the Synthetic 360° dataset, we find that Re-ReND can
render at over 54 FPS, outperforming Mobile-NeRF by
more than 30%. Furthermore, such fast rendering speed
comes at a negligible drop in performance of ~1 dB.
Moreover, these benefits over MobileNeRF are accompa-
nied by simpler meshes (i.e. faces and vertex quantity).
On the realistic Unbounded 360° dataset, our method out-
performs competing approaches by even larger margins
than on synthetic data. In particular, we improve upon Mo-
bileNeRF both in rendering quality and speed. That is,

3637



- Re ReND

MbileNeRF '

T Elii R lill
zﬂ hcsis
Figure 5. Qualitative Results of Real Scenes. We show renderings of challenging real scenes using Re—ReND MobileNeRF [6]], and

SNeRG [13]. Our framework can generate sharper and more accurate renders. In contrast, both MobileNeRF and SNeRG struggle with
foreground and background artifacts, and fail to reconstruct fine details such as the writings on the train (bottom images).

while SNeRG and MobileNeRF achieve a PSNR of 14.0
and 15.6, respectively, Re-ReND attains 17.9. Impressively,
this outstanding gain in photo-metric quality of over 2 dB is
accompanied by an also impressive superiority in rendering
speed of over 10 FPS over MobileNeRF (22.79 vs. 33.46
FPS). The gains we achieve can be attributed to our light
field-based formulation, that allows us to work with smaller
meshes while still maintaining high directional expressiv-
ity. The bottom rows of Table [2| report the performance
of all methods in a non-constrained scenario, which is a
desktop. When provided with such larger computational
resources, our method’s speed improves both in absolute
and relative terms. Specifically, while the gap in mobiles
w.r.t. MobileNeRF was ~30% (on the Synthetic dataset),
this gap jumps to over 460% on the desktop. This increased
gap is even more pronounced in the Unbounded dataset: the
gap in mobiles was ~45% (from 22 FPS to 33), while the
gap in desktop becomes over 1,500%. The larger compu-
tational resources also allow us to test a larger version of
Re-ReND, which achieves remarkable PSNRs of 30.1 and
18.0 in the Synthetic and Unbounded datasets, respectively,
while also remaining much faster than MobileNeRF. The
last three rows of Table [2] report foundational methods (i.e.
NeRF, Mip-NeRF and NeRF++) as reference of high qual-
ity, although these methods are inefficient for rendering.

Qualitative Results. We next compare Re-ReND perfor-
mance against the other real-time rendering methods. We
show results for both synthetic (Figure ) and real scenes
(Figure [5). Note Re-ReND higher quality, particularly in
real scenes, where our method preserves sharper object
boundaries, and crisper surface details. Re-ReND allows
real-time rendering while preserving strong image quality.

Synthetic 360° Unbounded 360°

Device SNeRG|M-NeRF|Re-ReND | SNeRG |M-NeRF |Re-ReND
Samsung S21 T 41.7 54.7 T 22.8 335
G9 t 9.7 10.4 T 35 7.7
Galaxy S6 N/A 18.1 26.6 T 6.2 20.4
Dell t 49.8 75.3 T 16.9 54.0
Gaming 197.9 | 496.0 697.3 46.0 169.9 516.6
Desktop 502.1 | 7623 | 1,013.2 | 141.1 | 389.8 925.4
Headset T - 74.0* i - 74.0*

Table 3. On-device rendering speed (FPS). We compare the ren-
dering speed of Re-ReND against MobileNeRF (M-NeRF) [6] and
SNeRG across devices. Conventions: “*” means the device’s
FPS limit was reached, “ —” means missing implementation, and
“t” means the method failed to run. For all devices and datasets,
Re-ReND provides the fastest rendering speeds, usually by a large
margin. Furthermore, we highlight that Re-ReND is capable of
real-time rendering even on VR headsets.

5.3. Rendering Speed on Devices

We measure frames-per-second (FPS) in seven de-
vices (via the same procedure as [6]), and report results in
Table 3] Our results illustrate how Re-ReND significantly
outperforms other methods in rendering speed. The advan-
tages in performance are particularly large in unbounded
scenes. In this scenario, Re-ReND is, on average 2.6x
faster than MobileNeRF. For synthetic scenes, our method
provides sizable speed gains of 35%. Importantly, we find
that Re-ReND is capable of real-time rendering in a VR
headset even reaching the device’s limit of 74 FPS.

5.4. Quality vs. Representation Size

Two main factors affect the size of our representation:
the texel count and the dimensionality of the light field em-
beddings (D in Eq. (3)). Here we study how these fac-
tors, in turn, affect the photo-metric quality of Re-ReND.
Texel count. We examine the effect that varying the num-
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Figure 6. Left: We compare how PSNR varies as the number of
texels per face increases for both synthetic and unbounded scenes.
It is possible to trade-off disk space for higher quality renderings
by increasing the number of texels. Right: We visualize color as
a function of elevation (y-axis) and azimuth (x-axis) for a surface
point x, y, z on the Materials scene from the Synthetic dataset, for
different embedding dimensions.

Reflectance Maps

Figure 7. Qualitative Effect of Varying Number of Texels. We
show renderings of synthetic and real scenes with an increasing
number of texels per triangle face. Higher texels per face result in
crispier renderings, although it is possible to appreciate directional
effects such as specular highlights even with low texel counts.

ber of texels assigned to each face in the mesh has on ren-
dering quality and disk space. Figure[f] (left) and Figure [7]
show that, for both datasets, an increased texel count is ac-
companied by a drastic rise in quality of the reconstruction
and disk space. Embedding dimensionality. We now exam-
ine the effect that varying the dimensionality of the light
field embeddings has on the ability to represent light ef-
fects. Reflectance maps in Figure 6] (right) demonstrate that
Re-ReND can model challenging view-dependent effects
even with low-dimensional embeddings, but larger embed-
dings enable more complex reflections. Together, our ex-
periments demostrate that exchanging disk space for ren-
derings of higher quality, and suggest that increasing the
texel count can improve rendering quality.

| 33 ;
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Real-time mixed reality experience running on a headset
Figure 8. Scene Composition. Top: The outcome of rendering
2500 materials and ficus objects together in single scenes. Bot-
tom: An AR application showcase of Re-ReND with four chairs
in a real-world setting using an AR/VR headset. See the supple-
mentary video for more details.

5.5. Compositional scenes

In Figure [8] we showcase the practical application of
Re-ReND for scene composition. Our approach enables ef-
ficient rendering of 2500 materials and ficus objects in sin-
gle scenes at 130 FPS each on a desktop. Additionally, we
demonstrate an AR application that uses an AR/VR head-
set to render four chairs in real-time in a real-world setting.
This exemplifies our approach’s ability to seamlessly blend
virtual and real environments, unlocking new possibilities
for immersive visual experiences.

Additional Results. Finally, we report detailed qualita-
tive and quantitative results, validation of view-dependent
effects, sensitivity to geometry variations and photo-metric
quality depending on the dimensionality D of Re-ReND in
the Appendix.

6. Conclusions and Limitations

We present Re-ReND, a method enabling Real-time
Rendering of NeRFs across Devices. Our method receives
a pre-trained NeRF as input and transforms it into a rep-
resentation that renders real-time in various devices, from
mobile phones to VR headsets. Our approach achieves fast
rendering by leveraging standard graphics pipelines, obtain-
ing pixel color with a single query, and avoiding MLP eval-
uations altogether. We achieve these objectives by distilling
NeRF and extracting density into a mesh, and color infor-
mation into matrices for efficient light field computation.

We test Re-ReND on a variety of resource-constrained
devices, and find outstanding trade-off between rendering
time and photo-metric quality. In particular, Re-ReND
achieves over 2.6x FPS improvements when rendering
challenging and unbounded real scenes. Furthermore, our
method allows rendering of these scenes on VR headsets in
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real-time, a task out of hand for current NeRF architectures.

Limitations of our approach include relying on pre-
trained NeRF for reasonable scene-geometry reconstruc-
tions and the requirement for large embeddings to achieve
sensible reconstructions. Improvements in these areas could
further enhance rendering speed and quality.
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