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Abstract

Continual learning enables incremental learning of new
tasks without forgetting those previously learned, result-
ing in positive knowledge transfer that can enhance per-
formance on both new and old tasks. However, contin-
ual learning poses new challenges for interpretability, as
the rationale behind model predictions may change over
time, leading to interpretability concept drift. We address
this problem by proposing Interpretable Class-InCremental
LEarning (ICICLE), an exemplar-free approach that adopts
a prototypical part-based approach. It consists of three
crucial novelties: interpretability regularization that distills
previously learned concepts while preserving user-friendly
positive reasoning; proximity-based prototype initialization
strategy dedicated to the fine-grained setting; and task-
recency bias compensation devoted to prototypical parts.
Our experimental results demonstrate that ICICLE reduces
the interpretability concept drift and outperforms the ex-
isting exemplar-free methods of common class-incremental
learning when applied to concept-based models.

1. Introduction

With the growing use of deep learning models in diverse

domains, including robotics [10], medical imaging [17],

and autonomous driving [43], there is a pressing need to

develop models that can adapt to ever-changing conditions

and learn new tasks from non-stationary data. However,

a significant challenge with neural networks is their ten-

dency to suffer from catastrophic forgetting [26, 30, 44],

where performance on previous tasks deteriorates rapidly

as new ones are acquired. Continual Learning (CL) [19] has

emerged as a promising technique to address this challenge

by enabling models to learn new tasks without forgetting

those learned before.

While existing CL approaches significantly reduce catas-

trophic forgetting, they are often difficult for humans to

understand. It is especially problematic because deep net-

Figure 1: We process the input image (top left) through the

network and visualize how its specific areas are similar to

one of the prototypes. The interpretability concept drift oc-

curs when such a similarity map differs between tasks. ICI-

CLE performs best, preserving similarity maps better than

the other continual learning methods.

works often predict the right answer for the wrong reason

(the “Clever Hans” phenomenon), leading to excellent per-

formance in training but poor performance in practice [63].

This results in serious societal problems that deeply affect

health, freedom, racial bias, and safety [11]. As a result,

some initial steps were taken in the literature to introduce

explainable posthoc methods into the CL setup [32, 52, 64].

However, explaining black boxes, rather than replacing

them with interpretable (self-explainable) models, can es-

calate the problem by providing misleading or false char-

acterizations [69] or adding unnecessary authority to the

black box [12]. Therefore, there is a clear need for inno-

vative machine-learning models that are inherently inter-

pretable [11]. To the best of our knowledge, no interpretable

CL approach has been proposed so far.

In this work, we introduce Interpretable Class-
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Incremental Learning (ICICLE), an interpretable approach

to class-incremental learning based on prototypical parts

methodology. Similarly to This looks like that reason-

ing [16], ICICLE learns a set of prototypical parts repre-

senting reference concepts derived from the training data

and makes predictions by comparing the input image parts

to the learned prototypes. However, the knowledge transfer

between tasks in continual learning poses new challenges

for interpretability. Mainly because the rationale behind

model predictions may change over time, leading to inter-
pretability concept drift and making explanations inconsis-

tent (see Figure 1 and Table 1). Therefore, ICICLE contains

multiple mechanisms to prevent this drift and, at the same

time, obtain satisfactory results. First, we propose an inter-

pretability regularization suited for prototypical part-based

models to retain previously gained knowledge while main-

taining model plasticity. It ensures that previously learned

prototypical parts are similarly activated within the current

task data, which makes explanations consistent over time.

Moreover, considering the fine-grained nature of considered

datasets, we introduce proximity-based prototype initializa-

tion for a new task. It searches for representative concepts

within the new task data close to previously learned con-

cepts, allowing the model to recognize high-level features

of the new task and focusing on tuning details. Thirdly,

to overcome task-recency bias in class-incremental learn-

ing scenarios, we propose a simple yet effective method

that balances the logits of all tasks based on the last task

data. Finally, we reduce multi-stage training while preserv-

ing user-friendly positive reasoning.

We evaluate ICICLE on two datasets, namely CUB-200-

2011 [83] and Stanford Cars [46], and conduct exhaustive

ablations to demonstrate the effectiveness of our approach.

We show that this problem is challenging but opens up a

promising new area of research that can further advance our

understanding of CL methods. Our contributions can be

summarized as follows:
• We are the first to introduce interpretable class-

incremental learning and propose a new method ICI-

CLE, based on prototypical part methodology.
• We propose interpretability regularization that pre-

vents interpretability concept drift without using ex-

emplars.
• We define a dedicated prototype initialization strategy

and a method compensating for task-recency bias.

2. Related Works
Continual Learning and Class Incremental Learning
Existing continual learning methods can be broadly cate-

gorized into three types: replay-based, architecture-based,

and regularization-based methods [19, 54]. Replay-based

methods either save a small amount of data from previ-

ously seen tasks [5, 15] or generate synthetic data with a

generative model [85, 92]. The replay data can be used

IOU

METHOD TASK 1 TASK 2 TASK 3 MEAN

FINETUNING 0.115 0.149 0.260 0.151

EWC 0.192 0.481 0.467 0.334

LWF 0.221 0.193 0.077 0.188

LWM 0.332 0.312 0.322 0.325

ICICLE 0.705 0.753 0.742 0.728

Table 1: Quantitative results for interpretability concept

drift presented in Figure 1. We compute IoU between simi-

larities obtained after each task and after incremental tasks.

E.g. in column “task 1”, we calculate IoU between similar-

ity maps of task one prototypes after each learning episode.

during training together with the current data, such as in

iCaRL [67] and LUCIR [37], or to constrain the gradient di-

rection while training, such as in AGEM [14]. Architecture-

based methods activate different subsets of network param-

eters for different tasks by allowing model parameters to

grow linearly with the number of tasks. Previous works

following this strategy include DER [88], Piggyback [50],

PackNet [51]. Regularization-based methods add an addi-

tional regularization term derived from knowledge of previ-

ous tasks to the training loss. This can be done by either reg-

ularizing the weight space, which constrains important pa-

rameters [78, 81], or the functional space, which constrains

predictions or intermediate features [23, 38]. EWC [44],

MAS [3], REWC [49], SI [91], and RWalk [13] constrain

the importance of network parameters to prevent forgetting.

Methods such as LWF [48], LWM [21], and BiC [87] lever-

age knowledge distillation to regularize features or predic-

tions. Additionally, more challenging setups are considered

in the field such as open-set interpretable continual learn-

ing [57]. When it comes to interpretable CL, the generative

replay approaches [58] provide a certain degree of latent

clarity. However, they require a decoder (for visualization)

and may fail to produce realistic prototype images [16].

Class-incremental learning (class-IL) is the most challeng-

ing scenario where the classifier learns new classes sequen-

tialy. The model needs to maintain good performance on all

classes seen so far [82]. Two types of evaluation methods

are defined [54]: task-agnostic (no access to task-ID during

inference, e.g., BiC [87]) and task-aware (task-ID is given

during inference, e.g., HAT [77]).

Explainable Artificial Intelligence In the field of deep

learning explanations, two types of models have been ex-

plored: post hoc and self-explainable models [69]. Post hoc

models explain the reasoning process of black-box meth-

ods, including saliency maps [53, 66, 75, 76, 79], con-

cept activation vectors [18, 29, 40, 45, 89], counterfac-

tual examples [1, 31, 56, 62, 86], and image perturbation

analysis [7, 24, 25, 68]. Self-explainable models, on the

other hand, aim to make the decision process more trans-

parent and have attracted significant attention [4, 9]. Re-

cently, researchers have focused on enhancing the concept
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Figure 2: The architecture of our ICICLE with separate prototypical part layers gt for each task t. In this example, prototypes

of classes Prothonotary Warbler and Cardinal belong to task t− 1, while prototypes of Wilson Warbler and Sooty Albatross
to task t. Layers gt are preceded by shared backbone f , add-on fA, and sigmoid. Moreover, they are followed by the last

layers ht with weight ht
ci = 1 if prototype pi is assigned to class c and equals 0 otherwise.

of prototypical parts introduced in ProtoPNet [16] to repre-

sent the activation patterns of networks. Several extensions

have been proposed, including TesNet [84] and Deformable

ProtoPNet [22], which exploit orthogonality in prototype

construction. ProtoPShare [73], ProtoTree [59], and Pro-

toPool [72] reduce the number of prototypes used in classi-

fication. Other methods consider hierarchical classification

with prototypes [33], prototypical part transformation [47],

and knowledge distillation techniques from prototypes [39].

Prototype-based solutions have been widely adopted in var-

ious applications such as medical imaging [2, 6, 41, 71, 80],

time-series analysis [28], graph classification [70, 93], se-

quence learning [55], and semantic segmentation [74]. In

this work, we adapt the prototype mechanism to class in-

cremental learning.

3. Methods
The aim of our approach is to increase the interpretabil-

ity in the class-incremental scenario. For this purpose, we

adapt prototypical parts [16], which directly participate in

the model computation, making explanations faithful to the

classification decision. To make this work self-contained,

we first recall the prototypical parts methodology, and then

we describe how we adapt them to the class-incremental

scenario. We aim to compensate for interpretability con-

cept drift, which we define at the end of this section. As

we aim to compensate for interpretability concept drift, we

define it at the end of this section.

3.1. Prototypical parts methodology

Architecture. The original implementation of prototyp-

ical parts [16] introduces an additional prototypical part

layer g proceeded by a backbone convolutional network f
with an add-on fA and followed by the fully connected layer

h. The fA add-on consists of two 1×1 convolutional layers

and a sigmoid activation at the end, translating the convolu-

tional output to a prototypical part space. The prototypical

part layer g consists of K prototypes pi ∈ RD per class, and

their assignment is handled by the fully connected layer h.

If prototype pi is assigned to class c, then hci = 1, other-

wise, it is set to −0.5.

Inference. Given an input image x, the backbone f gen-

erates its representation f(x) of shape H ×W ×D, where

H and W are the height and width of the representation

obtained at the last convolutional layer, and D is the num-

ber of channels. This representation is translated by fA
to a prototypical part space, again of size H × W × D.

Then, each prototypical part pi is compared to each of

H × W representation vectors to calculate the maximum

similarity (i.e. the maximal activation of this prototype

on the analyzed image) maxj∈{1..HW} sim(pi, zj), where
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Figure 3: Our interpretability regularization aims to min-

imize the changes in the prototype similarities. It takes a

prototype pt−1 of previous tasks and an image from task

t, selects the image area with the highest similarity to this

prototype (binary mask S), and punishes the model for any

changes in this area caused by training task t.

sim(pi, zj) = log
|zj−pi|2+1
|zj−pi|2+η and η � 1. To obtain the fi-

nal predictions, we push those values through the fully con-

nected (and appropriately initialized) layer h.

Training. Training is divided into three optimization

phases: warm-up, joint learning, and convex optimization

of the last layer. The first phase trains add-on fA and the

prototypical part layer g. The second phase learns fA, g,

and the backbone network f . The last phase fine-tunes

the fully-connected layer h. Training is conducted with the

cross-entropy loss supported by two regularizations, cluster

and separation costs [16]. Cluster encourages each training

image to have a latent patch close to at least one prototype

of its class. In contrast, the separation cost encourages ev-

ery latent patch of a training image to stay away from the

prototypes of the remaining classes.

3.2. ICICLE
Significant modifications of architecture and train-

ing are required to employ prototypical parts methodol-

ogy to class-incremental learning (the inference is iden-

tical). Mostly because incremental learning has con-

siderably different conjectures. It assumes T tasks

(C1, X1), (C2, X2), . . . , (CT , XT ), where each task t con-

tains classes Ct and training set Xt. Moreover, during task

t, only Xt training data are available, as we consider the

exemplar-free setup, where it is prohibited to save any data

from previous tasks (no replay buffer is allowed).
Architecture. As in the baseline model, ICICLE com-

prises backbone f and add-on fA. However, it does not use

one fixed prototypical part layer g and one fully-connected

layer h. Instead, it introduces a prototypical part layer gt

and a fully-connected layer ht for each successive task.

Layers gt consist of M t prototypical parts, where M t =
K · Ct and K is the number of prototypes per class. On

the other hand, layer ht has weight ht
ci = 1 if prototype pi

is assigned to class c and it is set to 0 otherwise. We elim-

inated negative weights (−0.5) from the last layer because

Figure 4: We introduce a new proximity-based prototype

initialization. It starts by passing training samples of task t
through the network (green dots) and choosing representa-

tions closest to existing prototypes (violet diamonds). This

results in many points, which we cluster (purple circles) to

obtain the initial locations of task t prototypical parts (yel-

low diamonds). Such initialization (bottom right) is pre-

ferred over random initialization (top right), where new pro-

totypes can be created far from the old ones, even though

they are only slightly different.

multi-stage training is not beneficial for a class-incremental

scenario (see Figure 6).

Training. To prevent catastrophic forgetting, ICICLE

modifies the loss function of the baseline solution. Ad-

ditionally, it introduces three mechanisms: interpretabil-

ity regularization, proximity-based prototype initialization,

and task-recency bias compensation. Regarding the base-

line loss function, the cross-entropy is calculated on the full

output of the model, including logits from classes learned

in previous tasks. However, the cluster and separation costs

are only calculated within the gt head.

Interpretability regularization. Knowledge distillation [35]

is one of the strong regularization methods applied to pre-

vent forgetting [48]. However, the results obtained by its

straightforward application are not satisfactory and lead to

significant interpretation drift (see Figure 1 and Section 5).

Therefore, we introduce an additional regularization cost

LIR (see Figure 3), inspired by [39], that minimizes the

changes in the similarities for the prototypical parts of the

previous tasks. It is defined as:

LIR =

H∑

i=0

W∑

j=0

|sim(pt−1, zti,j)− sim(pt, zti,j)| ·Si,j (1)

where sim(pt−1, zti,j) is computed for the model stored be-

fore training task t, and S is a binary mask of size H ×W ,

indicating the representation pixels with the highest similar-

ity (γ quantile of those pixels). Such similarity distillation
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gives higher plasticity when learning a new task but, at the

same time, reduces the interpretability drift.

Proximity-based prototype initialization. Random initial-

ization of prototypes, proposed in [16], fails in the incre-

mental learning (see Table 5). Most probably because new

prototypes can be created far from the old ones, which

are only slightly different (e.g. wing prototypes of vari-

ous bird species). Therefore, we introduce initialization

that sets new prototypes close to the old ones (see Fig-

ure 4). We start by passing training samples of task t
through the network and determining which patches are

the most similar to existing prototypes (we choose patches

from the α quantile). More specifically, we compute set

{ztj : maxi sim(pt−1
i , ztj) ∈ α quantile}. This results in

many candidates for new task prototypical parts. To obtain

K · Ct prototypes, we perform KMeans++ clustering, and

the resulting centers of clusters are used to initialize the pro-

totypical parts in gt.
Task-recency bias compensation. When the model learns

task t, the similarities to the prototypes of previous tasks

drop, mostly due to the changes in the backbone (see Fig-

ure 5). That is why, after training the final task, we com-

pensate for this using T − 1 constants obtained using the

last tasks data. More precisely, for each of the previous

tasks t < T , we take logits yt = ht ◦ gt ◦ f(x) obtained

for all x ∈ XT and calculate bias ct so that |{x ∈ XT :
max (yt + ct) > max yT }| = u|XT |. Intuitively, we ad-

just ct so the model changes u% of its prediction from task

T to task t. We determined experimentally that u = 10% is

optimal.

3.3. Interpretability Concept Drift

As noted in the caption of Figure 1, the interpretability

concept drift occurs when a similarity map differs between

tasks. Therefore, it can be formally defined as:

ICD = EH,W
i,j=1

∣∣sim(pt−1, zti,j)− sim(pt, zti,j)
∣∣ , (2)

where (zi,j)
H,W
i,j=1 corresponds to input image representa-

tion, pt−1 and pt correspond to prototypical part p before

and after task t, and sim is similarity defined in Section 3.1

of the paper. Thus, the greater ICD, the greater the inter-

pretability concept drift.

4. Experimental Setup
We evaluate our approach on the CUB-200-2011 [83]

and Stanford Cars [46] datasets to classify 200 bird species

and 196 car models, respectively. We consider 4, 10, and

20 task learning scenarios for birds and 4, 7, and 14 options

for cars. As the backbone f , we take ResNet-34 [34] with-

out the last layer and pre-trained on ImageNet [20]. We set

the number of prototypes per class to 10. Moreover, we use

prototypical parts of size 1×1×256 and 1×1×128 for birds

and cars, respectively. The weights of CE, cluster, separa-

tion, and distillation costs in the loss function equal 1.0, 0.8,

Figure 5: When the model learns task t, the similarities to

the prototypes of previous tasks drop and are significantly

lower than those of new tasks (upper plot). That is why,

after training the final task, we compensate it with T − 1
calculated constants. As a result, the similarities obtained

by prototypes of all tasks are roughly equalized.

−0.08, and 0.01. In distillation, we take λ = 1/49 repre-

sentation pixels with the highest similarity. For proximity-

based initialization, we use α = 0.5. For task-recency bias

compensation, we take ct, which changes the predictions of

the last validation set by less than 10%. As the implemen-

tation framework, we use FACIL [54] based on the PyTorch

library1. Details on the experimental setup are provided in

the Supplementary Materials2.

5. Results
Performance. We evaluated the effectiveness of ICI-

CLE by comparing it with commonly used exemplar-free

baseline methods in class-incremental learning, including

LWF [48], LWM [21], and EWC[44]3. Additionally, Fine-

tuning, and Freezing of the feature extractor (not trained at

all) are provided. We also report multitask learning as an

upper-bound where the various tasks are learned jointly in

a multitask manner. To do so, we analyzed task-aware and

task-agnostic accuracy for each task after the last one (Ta-

ble 3) and the aggregated incremental average accuracies

after learning the last task in scenarios involving 4, 10, and

20 tasks for CUB (Table 2) and 4, 7, and 14 tasks for Stan-

ford Cars (Supplementary Materials). All methods use the

same feature extractor network architectures and ProtoPNet

for prototypical part-based learning. Our method outper-

formed the baseline methods in all cases, indicating its su-

perior performance for prototypical part-based learning in a

continual manner. ICICLE retains knowledge from previ-

ous tasks better, which results in a more balanced accuracy

between tasks and higher accuracy for the first task com-

pared to all other approaches. However, despite the signifi-

cant improvement, our approach still has room for improve-

ment compared to the upper-bound of multi-task training.

With a larger number of tasks, the forgetting of the model is

1https://pytorch.org
2Code available at: https://github.com/gmum/ICICLE
3Extending interpretable models with more complicated exemplar-free

methods is not straightforward, and we, therefore, excluded methods such

as SDC [90] (which requires learning with a metric loss) and PASS [94]

(which requires a combination with self-supervised learning).
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AVG. INC. TASK-AWARE ACCURACY AVG. INC. TASK-AGNOSTIC ACCURACY

METHOD 4 TASKS 10 TASKS 20 TASKS 4 TASKS 10 TASKS 20 TASKS

FREEZING 0.560 ± 0.027 0.531 ± 0.042 0.452 ± 0.055 0.309 ± 0.024 0.115 ± 0.028 0.078 ± 0.004

FINETUNING 0.229 ± 0.005 0.129 ± 0.017 0.147 ± 0.021 0.177 ± 0.006 0.072 ± 0.008 0.044 ± 0.006

EWC 0.445 ± 0.012 0.288 ± 0.034 0.188 ± 0.031 0.213 ± 0.008 0.095 ± 0.007 0.046 ± 0.011

LWM 0.452 ± 0.023 0.294 ± 0.032 0.226 ± 0.025 0.180 ± 0.028 0.090 ± 0.011 0.044 ± 0.008

LWF 0.301 ± 0.048 0.175 ± 0.028 0.129 ± 0.023 0.219 ± 0.019 0.078 ± 0.008 0.072 ± 0.008

ICICLE 0.654 ± 0.011 0.602 ± 0.035 0.497 ± 0.099 0.350 ± 0.053 0.185 ± 0.005 0.099 ± 0.003
Multi-task 0.858 ± 0.005 0.905 ± 0.012 0.935 ± 0.019 0.499 ± 0.009 0.196 ± 0.017 0.148 ± 0.009

FeTrIL [65] 0.750 ± 0.008 0.607 ± 0.018 0.407 ± 0.051 0.375 ± 0.006 0.199 ± 0.003 0.127 ± 0.011

PASS [94] 0.775 ± 0.006 0.647 ± 0.003 0.518 ± 0.012 0.395 ± 0.001 0.233 ± 0.009 0.139 ± 0.017

Table 2: Average incremental accuracy comparison for different numbers of tasks on CUB-200-2011, demonstrating the

negative impact of the high number of tasks to be learned on models’ performance. Despite this trend, ICICLE outperforms

the baseline methods across all task numbers. Additionally, we show the gap between interpretable and black-box models by

comparing ICICLE to FeTrIL and PASS.
TASK-AWARE ACCURACY TASK-AGNOSTIC ACCURACY

METHOD TASK 1 TASK 2 TASK 3 TASK 4 TASK 1 TASK 2 TASK 3 TASK 4

FREEZING 0.806 ± 0.024 0.462 ± 0.037 0.517 ± 0.041 0.455 ± 0.027 0.570 ± 0.031 0.195 ± 0.017 0.258 ± 0.019 0.213 ± 0.020

FINETUNING 0.007 ± 0.004 0.016 ± 0.008 0.032 ± 0.009 0.759 ± 0.019 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.759 ± 0.019

EWC 0.244 ± 0.024 0.378 ± 0.072 0.539 ± 0.043 0.602 ± 0.054 0.001 ± 0.001 0.059 ± 0.004 0.267 ± 0.031 0.527 ± 0.051

LWF 0.169 ± 0.046 0.119 ± 0.008 0.235 ± 0.017 0.743 ± 0.061 0.158 ± 0.035 0.003 ± 0.002 0.018 ± 0.003 0.537 ± 0.142

LWM 0.195 ± 0.012 0.412 ± 0.014 0.430 ± 0.028 0.772 ± 0.011 0.027 ± 0.024 0.023 ± 0.020 0.085 ± 0.005 0.772 ± 0.037
ICICLE 0.523 ± 0.020 0.663 ± 0.053 0.709 ± 0.038 0.723 ± 0.002 0.233 ± 0.014 0.365 ± 0.021 0.314 ± 0.011 0.486 ± 0.021

Table 3: Comparison of task accuracies for modified ProtoPNet architecture in a class-incremental learning scenario after

4 tasks train on CUB-200-2011 dataset, averaged over 3 runs with standard error of the mean. Our ICICLE outperforms

baseline methods and achieves the best results for all previous incremental tasks, demonstrating its ability to maintain prior

knowledge while learning new tasks. Freezing due to the weight fixation cannot properly learn new tasks.

higher, resulting in poorer results, which may be attributed

to the number of details that prototypes need to capture to

classify a task correctly. Furthermore, we have noticed that

freezing is a robust baseline for a task-aware scenario be-

cause of the model’s fixed nature and pretrained backbone.

Interpretability To evaluate if the prototype’s graphical

representation of the concept has changed and how much

we use the IoU metric [74]. IoU measures what is the over-

lap of the prototype visual representation (like in Figure 1)

from the task in which it was learned, through all the fol-

lowing tasks. Freezing is superior in preserving the proto-

typical information because all weights from previous tasks

are fixed. In terms of methods allowing changes in back-

bone and previously learned prototypes, ICICLE is superior

over all baselines, as shown in Table 1. ICICLE keeps in-

terpretable prototypes consistent with interpretability regu-

larization distilling already learned concepts.

5.1. Ablation study and analysis

Why changes in ProtoPNet architecture and training are
needed? ProtoPNet in the last training stage (last layer

convex optimizations) aims to finetune positive connections

and regularize the negative to be 0. As a result, the con-

verged model returns interpretations in the form of positive

reasoning, desired by the end users [11]. In the CL setting,

the last step of training changes the negative connections

in a different manner (see Figure 6). On the other hand,

Regularization Initialization Compensation TAw acc. TAg acc.

0.216 0.182
� 0.559 0.280
� � 0.654 0.335
� � � 0.654 0.350

Table 4: Influence of different novel components on the

average incremental accuracy in four tasks learning sce-

nario. Combination of all components results in the best-

performing model.

Figure 6: Average weight of positive and negative connec-

tions per class in 4 task learning scenario. Unbalanced and

strong negative connections between tasks result in unde-

sired properties in terms of the model’s interpretability.

in an exemplar-free continual learning scenario, conduct-

ing the last-layer learning phase is unfeasible at the end of

the training. That is why, we modified the ProtoPNet’s last

layer and retained only positive connections initialized to 1,

eliminating the need for the convex optimization step.
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Figure 7: Visualization of three possible approaches to in-

terpretability similarity and their influence on the model

plasticity. Only similarity-based regularization takes into

account how a given image part corresponds to a prototyp-

ical part. If it is close then the similarity value is high and

small changes in the distance results in a great decrease in

similarity. While latent vectors that are distant from pro-

totypical parts can more freely be changed by the model to

better represents the current task data. Other approaches are

limiting the models’ plasticity treating each latent represen-

tation of the image part as equally important.

What is the influence of each of the introduced compo-
nents? Table 4 presents the influence of different com-

ponents of our approach on the final model’s average in-

cremental accuracy in the CUB-200-2011 dataset with four

tasks split scenario. Combining all the components resulted

in the best-performing model. Our results show that com-

pensation of task-recency bias helps in task-agnostic eval-

uation and gives additional improvement of 4.5%. How-

ever, most of the accuracy improvements were attributed to

interpretability regularization and proximity initialization.

Notably, task-recency bias compensation significantly im-

proved the performance of task one classes compared to an

approach without it, from 0.028 to 0.255 in a task-agnostic

scenario, as detailed in the Supplementary Materials.
Where should we perform interpretability regulariza-
tion? The ProtoPNet model’s prototypical layer can be

regularized in three different ways: feature regularization

on add-on layer representations, regularization of distances

between prototypical parts and latent data vectors, and

similarity-based regularization. The strictest approach is

feature regularization, which does not allow the model to

change how it represents data from a new task, resulting

in significantly reduced model plasticity. When distances

are regularized, the model can change its representation to

maintain the same distance from the prototype on the sur-

face of the sphere. On the other hand, similarity-based reg-

ularization allows the model to retain key knowledge from

previous tasks by preserving only the information related to

Initialization type Random Distant All Proximity

Task aware acc. 0.559 0.592 0.626 0.654
Task agnostic acc. 0.280 0.290 0.297 0.335

Table 5: Comparison of different initialization strategies for

prototypical parts. Our proximity initialization of new task

prototypes is superior.

specific features that are close to the prototypical parts in the

latent space, allowing for greater flexibility in exchange for

forgetting irrelevant features. Therefore, we stick to inter-

pretability regularization in ICICLE, which is based on sim-

ilarities and maintains the essential knowledge from previ-

ous tasks while retaining high plasticity to learn new ones.

Figure 7 illustrates these three approaches and their com-

parison in terms of average incremental accuracy for Pro-

toPNet only with regularization (without changing initial-

ization): 0.507, 0.535, and 0.559 in task-aware and 0.261,

0.230, and 0.280 in task-agnostic scenarios for feature, dis-

tance, and similarity-based regularization, respectively, on

the CUB-200-2011 dataset with four tasks scenarios.

What is the influence of hyperparameters in inter-
pretability regularization? In Figure 8 and Figure 9 the

influence of λ and mask percentile threshold in the inter-

pretability regularization on average incremental accuracies

are presented. We use CUB-200-2011 datasets with four

tasks split setting. For this dataset, the results reveal that

the regularization of only the maximum prototypical sim-

ilarity is the most effective (Figure 9). Regarding λIR, a

value that is too small leads to high network plasticity, in-

creased forgetting, and poor results, while a value that is too

large reduces model plasticity and may not represent new

knowledge well.

Which way is the best to initialize new prototypical
parts? In this ablation part, we investigate the optimal

strategy for initializing prototypical parts at the beginning

of a new task in the ProtoPNet model. We evaluate our ini-

tialization method, which initializes the parts in close prox-

imity to existing prototypes, against three other approaches:

random initialization, clustering of all image part represen-

tations, and clustering of only distant latent vectors. Re-

sults are presented in Table 5. The proximity initialization

method outperforms the distant strategy, as the latter tends

to assign prototypical parts to latent vectors that correspond

to the background of the images, resulting in learning irrel-

evant concepts that can easily activate on other task data, as

shown in the Supplementary Materials.

Does ICICLE generalize to other architectures?
Lastly, we show that ICICLE generalizes to other concept-

based architecture. We demonstrate that using a TesNet

model [84], and provide results in Table 6, where ICICLE

obtains the best results. The average incremental accuracy

of ICICLE with TesNet is even better than ProtoPNet for

both task-aware and task-agnostic evaluation.
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Freezing Finetuning EWC LWM LWF ICICLE

TAw Acc. 0.637 0.355 0.592 0.648 0.581 0.746
TAg Acc. 0.222 0.183 0.272 0.252 0.205 0.362

Table 6: Results for four task learning scenario on CUB-

200-2011 dataset with TesNet [84] as a concept-based ar-

chitecture. The table shows the versatility of the ICICLE

approach for interpretable models.

Figure 8: Influence of the λIR in the interpretability regu-

larization.

Figure 9: Influence of γ in the interpretability regulariza-

tion. Notice that regularizing only in the place of maximum

similarity is the most beneficial for ICICLE for the four task

learning scenario in CUB-200-2011.

6. Conclusions and future work

This work proposes a novel approach called ICICLE for

interpretable class incremental learning. ICICLE is based

on prototypical parts and incorporates interpretability reg-

ularization, proximity initialization, and compensation for

task-recency bias. The proposed method outperforms clas-

sical class-incremental learning methods applied for pro-

totypical part-based networks in terms of task-aware and

task-agnostic accuracies while maintaining prototype inter-

pretability. We also conducted ablation studies and multiple

analyses to justify our choices and highlight the challenges

associated with combining interpretable concepts with CL.

This work is expected to inspire research on XAI and CL.

Moving forward, we plan to explore methods suitable for

single-class incremental learning with interpretable models.

We also intend to investigate how other interpretable archi-

tectures, such as B-COS [8], can be adapted to the class

incremental learning scenario.

Limitations. Our work is limited to prototypical part

methods, that are suited for fine-grained image recognition

and inherits their drawbacks previously discussed in [27,

36, 42, 60, 72].However, recently there are first works gen-

eralizing them to standard datasets (not fine-grained) [61].

Additionally, as we consider only an exemplar-free scenario

and closed-set recognition, we do not analyze how having

a replay buffer would influence the method’s performance

and how this method would fit in the open-set settings.

Impact. ICICLE highlights that traditional exemplar-free

approaches for continual learning are not well suited for

gray-box models that utilize concepts for predictions. This

finding has implications for the development of continual

learning methods, as they must balance the need for gener-

ality with the need to be adapted to specific architectures.

Furthermore, it has an impact on the field of concept-based

models and explainable AI, demonstrating the need for fur-

ther research on CL methods for XAI. In some cases, prac-

titioners who know that their system will need to learn new

tasks continuously may choose to use black-box models and

explainers rather than interpretable models, sacrificing the

fidelity of explanations for improved model performance.
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