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Abstract

Recent work has shown the possibility of training gener-
ative models of 3D content from 2D image collections on
small datasets corresponding to a single object class, such as
human faces, animal faces, or cars. However, these models
struggle on larger, more complex datasets. To model diverse
and unconstrained image collections such as ImageNet, we
present VQ3D, which introduces a NeRF-based decoder into
a two-stage vector-quantized autoencoder. Our Stage 1 al-
lows for the reconstruction of an input image and the ability
to change the camera position around the image, and our
Stage 2 allows for the generation of new 3D scenes. VQ3D is
capable of generating and reconstructing 3D-aware images
from the 1000-class ImageNet dataset of 1.2 million training
images, and achieves a competitive ImageNet generation
FID score of 16.8. Our project webpage is at this url.

1. Introduction

3D assets are an important part of popular media for-
mats such as video games, movies, and computer graphics.
Since 3D content can be time-consuming to create by hand,
automatically generating 3D content using machine learn-
ing is an active area of research. While machine learning
techniques benefit from training on large amounts of data,
existing 3D datasets have noisy labels and are orders of
magnitude smaller than those of 2D images.

To circumvent the limitations of 3D datasets, recent
GAN-based methods have explored learning generative mod-
els of 3D scenes from images with limited or no 3D la-
bels [26, 6, 18, 25]. These GAN-based approaches demon-
strate the promise of learning 3D representations from 2D
data. However, GANs are unstable and challenging to scale
to large diverse datasets [3, 35]. Because of these issues, re-
cent 3D-aware GANs mostly focus on single-class datasets,
such as human faces [20], animal faces [8], or cars [48].

In order to move beyond single-class generation, we draw
inspiration from recent advances in 2D image generation,

*Work completed at Google Research.

Figure 1: 3D-aware images generated by VQ3D on Ima-
geNet. Please see supplemental materials for video results.

where other formulations such as text-to-image generation
models [51, 33, 28] and two-stage image models [14, 50]
have begun to achieve impressive results on very large and
diverse image collections. The most recent state-of-the-art
2D generative models leverage diffusion or vector quanti-
zation rather than GANs to scale well to large datasets. In
particular, the two-stage vector quantization approach, being
a likelihood method, can model more diverse modes and is
more stable during training. This motivates us to explore vec-
tor quantization as an alternative to the popular GAN-based
methods for 3D-aware generative models.

In this paper, we propose VQ3D, a strong 3D-aware gen-
erative model that can be learnt from large and diverse 2D
image collections, such as ImageNet [9]. To encourage
stability and higher reconstruction quality, we forgo GAN-
based [16] approaches [25, 5, 6, 26, 18], in favor of the
two-stage autoencoder formulation of VQGAN [14] and ViT-
VQGAN [50]. We build on this formulation with several
novel architectural components and losses, and show through
ablations that they are necessary for good performance and
3D-awareness. We learn 3D geometry by introducing a con-
ditional NeRF decoder and modified triplane representation
which can handle unbounded scenes, and training with a
novel loss formulation which encourages high-quality geom-
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etry and novel views.
Our formulation has two advantages that ensure its ability

to scale and correctly model ImageNet. First, we separate
the training into two stages (reconstruction and generation).
This enables us to directly supervise the first stage training
via a novel depth loss that uses pseudo-GT depth. Note, this
is possible because our conditional NeRF decoder in the first
stage learns to both reconstruct the input and predict the
depth of each image.

Second, our two-stage formulation is simpler and more
reliable than existing techniques for training 3D-aware gen-
erative models. Our formulation does not use progressive
growing [5, 6], a neural upsampler [6, 5, 26], pose condition-
ing [6, 42], or patch-wise discriminators [36, 42], yet still
learns meaningful 3D representations. Previous work [2, 35]
found that 2D GANs cannot easily scale up to large diverse
datasets (e.g., ImageNet) and significant innovations in train-
ing techniques are needed. Despite an exhaustive hyperpa-
rameter search, we were unable to scale existing 3D GAN
baselines to ImageNet, and future training innovations are
needed to make 3D GANs work on ImageNet. By con-
trast, our two-stage formulation scales to ImageNet stably
like prior two-stage architectures [50, 14], and also achieves
comparable or superior performance to existing 3D GAN
baselines on simpler datasets such as CompCars [48].

We verify that baseline 3D-aware GAN methods [6, 18,
5, 26], while working well on single-object datasets, fail to
learn good generative models for ImageNet. Compared to
the best existing 3D-aware baseline, VQ3D attains a 75.9%
relative improvement on FID scores for 3D-aware ImageNet
images (69.8 for StyleNeRF [18] to 16.8 for VQ3D).

In summary, we make the following three contributions:

• We present a novel 3D-aware generative model that can
be trained on large and diverse 2D image collections.
Whereas all previous methods are GANs, we are the
first to show that a two-stage VQ formulation can work
for 3D-aware generative models. Our two-stage inher-
its the stability of prior VQ formulations and works
reliably on both single-class and highly diverse datasets.
Our formulation also allows the use of pseudo-depth
supervision in the first stage.

• We obtain state-of-the-art generation results on Ima-
geNet, demonstrating that our 3D-aware generative
model is capable of fitting a dataset at the scale and
diversity of ImageNet. Our model significantly outper-
forms the next best baseline.

• The Stage 1 of our model enables 3D-aware image edit-
ing and manipulation. One forward pass through our
network converts a single RGB image into a manipu-
lable NeRF, without relying on an expensive inversion
optimization used in prior work [5, 6].

2. Related Work

3D-aware generative models. Several recent papers
tackle the task of modeling 3D-aware generation, primarily
through the GAN framework [16]. HoloGAN [25] learns per-
spective projection and rendering of 3D features, and applies
3D rigid-body transforms to generate new images from dif-
ferent poses. More recently, several papers use NeRF [24] as
the 3D backbone [26, 5, 18, 47], which allows the 3D scene
to be defined as a 3D volume parameterized by an MLP.
EG3D [6] proposes a hybrid triplane representation which
scales well with resolution, and enables greater generation
detail. Disentangled3D [43] learns a 3D-aware GAN from
monocular images with disentangled geometry, appearance,
and pose. Pix2NeRF [4] proposes a method for unsuper-
vised learning of neural representations with a shared pose
prior, which enables rendering of novel views from a sin-
gle input image. GRAF [36] and EpiGRAF [42] train 3D
GANs via patch-wise representations to save on the expense
of volume rendering. GRAM [10] proposes learning a set of
implicit surfaces, shared for the training object category. At
inference time, images are generated by accumulating the
radiance along each ray using ray-surface intersections as
samples. All these works are GANs designed to be trained
on single-class image collections, whereas we propose a
two-stage autoencoder architecture which can be trained on
diverse datasets such as ImageNet.

Conditional NeRF and other 3D representations. Re-
cent work has focused on the appropriate way to con-
dition NeRF to achieve maximum expressiveness. GI-
RAFFE [26] demonstrated success with the “conditioning-
by-concatenation” approach [40], in which the scene’s latent
codes are fed into the first layer of the NeRF MLP and not
thereafter. Other work such as pi-GAN [5] transforms the
latent code into a vector of frequencies and phase shifts for
each layer of a SIREN [39]. Other work has used hyper-
networks [40, 38] to parameterize 3D representations, and
MetaSDF [38] showed that many forms of conditioning are
special cases of hypernetworks. Our model can be seen as
a conditional NeRF. We show that our novel decoder ar-
chitecture, consisting of a ViT [12] and contracted triplane
representation, is powerful enough to encode and reconstruct
all of ImageNet. Given a single image, we show that in a
single forward pass and without any optimization, our model
can create a NeRF of an input RGB image with reasonable
reconstruction at the main view and plausible novel views.

Quantization models. Image quantization is a powerful
paradigm used in recent state-of-the-art generative mod-
els. In this setup, an image is encoded into a discrete la-
tent representation [45], which improves generation quality
when paired with an autoregressive generative prior (most
often a transformer [46]). This has led to impressive re-
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sults in image generation [15, 50, 23], text-to-image genera-
tion [29, 11, 51], and other tasks. Recent image quantization
models improve reconstruction quality by introducing ad-
versarial losses [15], using vision transformer encoders and
decoders (ViT) [12, 50] as both encoder and decoder, repre-
senting discrete codes as a stacked map [23], and more. Such
quantization architectures typically use powerful CNNs [14]
or ViT [50] encoders and decoders; ViT and CNN-based
architectures show good performance reconstructing large
datasets. However, these architectures encode and decode
2D feature maps and so are not inherently 3D-aware. in
this paper, we show that our 3D-aware NeRF-based decoder
can also work well in the quantization framework. It has
the capacity to encode and reconstruct ImageNet, and also
learns a discrete latent codebook that can be used to train a
powerful fully generative Stage 2 model.

Single-view 3D reconstruction and novel view synthesis.
Various approaches for 3D reconstruction or novel view syn-
thesis in the context of generative or auto-encoder models
have been proposed. Kato et. al [21] propose an adversarial
training scheme using two discriminators for single-view 3D
reconstruction. Their scheme inspires our use of two dis-
criminators for similar reasons. However, their model cannot
sample totally new scenes. More recently, uORF [49] uses
NeRFs as 3D object representations to enable 3D scene de-
composition. uORF represents a 3D scene as a composition
of an object radiance field for each object, and a background
radiance field for the remainder of the scene. This enables
re-rendering and editing of 3D scenes from an input im-
age. However, uORF also cannot sample new scenes, and
moreover requires multi-view training datasets.

In the domain of novel scene generation, Generative
Query Networks (GQN) [13] use CNNs to represent and gen-
erate scenes. GQNs can imagine and re-render scenes from
novel viewpoints, but due to the usage of CNNs, do not ex-
plicitly embed 3D geometry or have any guarantees of scene
consistency. NeRF-VAE [22] proposes a VAE representa-
tion which models multiple scenes. Unlike GQNs, which
have no 3D prior, NeRF-VAE uses NeRF to achieve 3D
consistency. However, it relies on multi-view training data.
LOLNeRF [32] learns a generative model of 3D face images
but requires a keypoint estimator and the auto-decoder for-
mulation requires an optimization to be applied to examples
outside its training set. By contrast, our method can be ap-
plied to single RGB images and requires only 2D training
data and an off-the-shelf depth estimator during training.

Concurrent ImageNet-focused works Two concurrent
recent works, 3DGP [41] and IVID [19], have achieved
strong ImageNet FID, but with distinct approaches to VQ3D.
3DGP leverages GANs, while IVID leverages diffusion mod-
els. It is our hope that having multiple avenues to reach good

ImageNet performance (VQ, GAN, and diffusion-based) will
be beneficial to the community. Interestingly, 3DGP, IVID,
and VQ3D all use off-the-shelf monodepth estimators to
achieve good ImageNet performance. It is an open question
whether 3D generative models can be learned on ImageNet
without depth estimators. We urge the readers to read these
papers to have a more comprehensive view of this active
research area.

3. Model
3.1. Overview of VQ3D

Two-stage VQ frameworks such as VQGAN [14], ViT-
VQGAN [50], and Parti [51] have demonstrated compelling
performance on datasets at the scale of ImageNet or even
larger. All prior work in 3D-aware generative models is
GAN-based, but the strong performance of two-stage VQ
frameworks on diverse data motivates us to apply them to
the learning of 3D-aware generative models.

Our model is a vector-quantized autoencoder [50, 14, 51],
which is trained in two stages. Stage 1 of our model con-
sists of an encoder and decoder. The encoder encodes RGB
images into a learned latent codebook, and the decoder re-
constructs them. A diagram of the inputs, outputs, and archi-
tecture of the first stage is given in the top of Figure 2. The
encoder of our first stage is a ViT similar to VIM [50], but
the decoder is a conditional NeRF, which allows us to intro-
duce 3D-awareness. The first stage is trained end-to-end by
encoding and reconstructing RGB training images while min-
imizing reconstruction and adversarial losses. After training,
the first stage can be used to encode unseen single RGB im-
ages and then reconstruct them in 3D, which enables novel
view synthesis, image editing and manipulations.

Stage 2 is an autoregressive transformer which predicts
sequences of latent tokens. A diagram of the inputs, outputs,
and architecture is shown in the bottom of Figure 2. It is
trained on sequences of latent codes produced by our Stage
1 encoder. After training, the autoregressive transformer can
be used to generate totally new 3D images by first sampling a
sequence of latent tokens and then applying our NeRF-based
decoder. Importantly, our Stage 2 model inherits the proper-
ties optimized in Stage 1, so the fully generated images have
high-quality geometry and plausible novel views.

3.2. Training

We now provide additional training details for the two
stages of our model.

Stage 1. The goal of the first stage is to learn a model
which can compress image pixels into a sequence of discrete
indices corresponding to a learnt latent codebook [50, 14].
Since we desire our model to be 3D-aware, we impose sev-
eral additional criteria:
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Figure 2: VQ3D model architecture. We propose a novel NeRF-based decoder that makes both stages of VQ3D 3D-aware.

1. Good reconstruction at the canonical view. On Im-
ageNet, ground truth camera extrinsics are unknown
and probably not even well-defined due to the presence
of deformable and ambiguous object categories and
scenes without salient objects. Therefore, we fix the
same identical ‘canonical view’ for all images. Our
criterion is that our conditional NeRF-based autoen-
coder should successfully reconstruct every image in
the dataset from this view.

2. Reasonable novel views. We expect that images de-
coded at novel views within a specified range of the
canonical view (referred to as the “sampling radius”)
will have similar quality to images decoded at the canon-
ical view.

3. Correct depth. The depth of the reconstructed scene
viewed from the canonical view should correspond to
the GT depth of the image up to scale and shift.

We enforce these criteria by introducing several auxiliary
models and losses. Our novel losses are diagrammed in
Figure 3. To enforce good reconstruction at the canonical
view, we train with a combination of the MSE loss LMSE, the
perceptual loss Lpercep, and the Logit-Laplace loss Llog-lap,
following prior work [50].

To enforce reasonable novel views, we leverage a main
and auxiliary discriminator, similar to Kato and Harada [21].

The first discriminator distinguishes between real and re-
constructed images at the canonical viewpoint, while the
second distinguishes between reconstructed images at the
canonical viewpoint and novel views. In this way, the model
cannot allocate all its capacity to reconstructing images at
the canonical viewpoint without also having high-quality
novel views. As prior work noted [21], the generator may
slightly corrupt the main view in order to collaborate with
the novel view branch to fool the discriminator; thus, we
add a stop-grad between the main view and the novel view
discriminator. We sample novel views during training uni-
formly in a disc tangent to a sphere at the canonical camera
pose. We use the non-saturating GAN objective Lgan [16]
for both discriminators. We additionally concatenate the pre-
dicted depth as input to the auxiliary discriminator to ensure
the distribution of depths does not change depending on the
camera viewpoint.

To enforce correct depth and geometry, we supervise the
NeRF depth with pseudo-GT geometry at the main view-
point. We employ the pretrained depth prediction trans-
former model DPT [30] which produces pseudo-GT inverse
depth estimates for the images in our training datasets. Thus,
our model is limited to some extent by the quality of the
depth estimator chosen. [31] proposed a shift- and scale-
invariant l2 loss for training monocular depth estimation
in which the shift and scale are determined by solving a
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closed-form least squares alignment with the GT depth. We
propose a novel formulation of this shift- and scale- invari-
ant loss adapted to the NeRF setting, in which we supervise
the weight of every sample along each ray rather than the
accumulated depth. For a given image, let i ∈ {1...N} and
k ∈ {1...L} be indices which range over the image plane and
ray samples respectively, let Dik be the pointwise inverse
depths of the NeRF sample locations, let Wik be correspond-
ing NeRF weights from volumetric rendering [24], and let
di be the pseudo-GT depth from DPT. Then we define s∗, t∗

to be the closed-form solution of the weighted least squares
problem:

s∗, t∗ = argmin
s,t

1

N

N∑
i=1

L∑
k=1

Wik(sDik + t− di)2. (1)

We set our depth loss to be the weighted scale- and shift-
invariant loss:

Ldepth =
1

N

N∑
i=1

L∑
d=1

Wik(s
∗Dik + t∗ − di)2. (2)

Assuming the weight sum to 1 along each ray, this loss is
minimized when the NeRF allocates zero weight to all but
one sample location along each ray, and the expectation
with respect to the weights of the inverse depth is equal
to the GT inverse depth map up to a scale and shift. In
this way, it functions similarly to the distortion loss [1] by
penalizing weight distributions which are too spread out, but
also encourages the weights to be concentrated near the GT
surface. Importantly, this formulation still allows for more
than one surface along each ray and thus for occlusion and
disocclusion, because the penalty is applied to the volumetric
rendering weights and not the predicted density. We find this
depth loss formulation to be critical for good performance. In
particular, supervising the accumulated inverse depth rather
than the pointwise inverse depths leads to poor performance,
and we provide an ablation of this and other design choices
in the supplementary material.

We additionally introduce two penalties on the scale de-
termined by this alignment:

Lscale = max(0,−s∗) + λsmallscale max(s∗ − 1, 0). (3)

The first term is a small penalty to prevent the sign of the
inverse depth scale from flipping negative. The second term
is a penalty preventing the inverse depth maps from becom-
ing too flat, which encourages perceptually pleasing novel
views. λsmallscale gives the relative strength of the second
term in the scale loss. We use the same vector-quantization
loss Lvq [50], and the distortion and interlevel losses of Mip-
NeRF360 [1], given by Ldistort, Linterlevel. The loss for our

NeRF 
Disparity

Training Loss Discriminator

Weighted Shift/Scale 
Invariant Loss

Pseudo-GT 
Disparity

Frozen Model

Discriminator

Depth Loss

Input

DPT

VQ3D

Novel View Discriminator

Input

Real / Fake 
Loss

Novel View
RGB & Disparity

Reconstruction
RGB & Disparity

VQ3D VQ3D

stop-grad

Figure 3: Diagram of the key novel losses in Stage 1 op-
timization. The depth losses enforces correct geometry of
the reconstructed scene, while the novel view discriminator
enforces reasonable novel views as well as inpainting and
outpainting.

Stage 1 model with associated weights λ is thus:

L = LMSE + λpercep · Lpercep + λlog-lap · Llog-lap+

λgan · Lgan + λdepth · Ldepth + λscale · Lscale+

λvq · Lvq + λdistort · Ldistort + λinterlevel · Linterlevel. (4)

The exact settings of the loss weights are given in the sup-
plementary material.

Stage 2. The goal of Stage 2 is to learn an autoregressive
model over the discrete encodings produced by the Stage
1 encoder, so that completely new 3D scenes can be gener-
ated. Our Stage 2 transformer and training details follow
ViT-VQGAN [50]. We verify experimentally that our fully
generative Stage 2 model inherits the properties optimized in
Stage 1; namely, 3D-consistent novel views and high quality
geometry. We also apply top-k and top-p filtering [15].

3.3. Architecture

A full architecture diagram is shown in Figure 2. Similar
to ViT-VQGAN [50], we leverage the powerful vision trans-
former [12] architecture in both the encoder and decoder.
Different from ViT-VQGAN [50], which is trained on 2D
images, we utilize a novel decoder with 3D inductive bias to
facilitate the learning of 3D representations. We now give an
overview of the individual components of our architecture.

Encoder and triplane decoder. For the encoder, we use
a ViT-S model. For the decoder, we use a ViT-L model to
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decode the latent codes into three triplanes of size 512x512
with feature dimension 32.

Contracted triplane representation & NeRF MLP. We
must reconstruct and generate potentially unbounded Ima-
geNet scenes, but we are motivated to leverage the powerful
triplane representation [6], Therefore, we propose an adapted
triplane representation borrowing from both [6] and [1]. We
apply the contraction function of MipNeRF360 to bound
coordinates within the triplanes before looking up their val-
ues, and use the linear-in-inverse depth sampling scheme
with separate proposal and NeRF MLP. The MLPs convert
interpolated triplane features to density and, in the case of
the NeRF MLP, RGB color. Similar to [6], our MLPs are
lightweight, with 2 layers and 32 hidden units each; un-
like [6], we directly render RGB color rather than using a
neural upsampler, as we found neural upsampling to be a
source of myriad and confusing artifacts not fixable via dual
discriminators [6] or consistency losses [18].

Autoregressive transformer. We train a transformer [46]
to autoregressively predict the next image token. We follow
the hyperparameters in the base model of VIM [50]. For
ImageNet, we train a class-conditional model, and for other
datasets we train unconditional generative models.

4. Experiments

4.1. Main results

We study the performance of our method and the baseline
methods on ImageNet, a standard benchmark for 2D image
generation which consists of 1.28M images of 1000 object
classes. For our main results on ImageNet, we training
for the longest possible time and use the most optimal top-
p and top-k sampling parameters. For our later analysis
experiments, we use a consistent Stage 1 and Stage 2 step
across each study, and do not using top-p or top-k sampling
unless for ablation.

We compare against pi-GAN [5], GIRAFFE [26],
EG3D [6], and StyleNeRF [18]. We re-implemented pi-
GAN and GIRAFFE using our internal framework, and ran
the provided code for EG3D and StyleNeRF. Since ImageNet
does not have GT poses and pseudo-GT poses are not possi-
ble to compute, we disable generator and discriminator pose
conditioning for EG3D and sample from a pre-defined pose
distribution. We extensively tune the strongest baselines,
StyleNeRF and EG3D, on ImageNet, and report the best
results from all runs. All results from our hyperparameter
sweeps are given in the supplementary material.

Our main results for generation on ImageNet are given
in Table 1. Notably, our FID score on ImageNet is the best
by a wide margin. We show generated examples from our

Generation Type FID ↓ IS ↑ Depth Acc. ↓

StyleGAN-XL [35] 2D 2.30 265.1 -
ViT-VQGAN [50] 2D 4.17 175.1 -

pi-GAN [5] 3D 101.4 9.7 1.41
GIRAFFE [26] 3D 132.1 9.2 1.78
StyleNeRF [18] 3D 69.8 15.5 1.96
EG3D [6] 3D 82.2 13.3 1.93

VQ3D (Ours) 3D 16.8 82.9 0.13

Table 1: FID scores of generative models on ImageNet. We
set a new state of the art on ImageNet with a more than
fourfold improvement over the next best 3D-aware baseline.
2D methods included for comparison purposes.

method and the benchmarks in Figure 4 and note our method
generates superior samples.

In addition to generating high quality scenes, Stage 1 of
our method can also be used for single-view 3D reconstruc-
tion and manipulation. Figure 5 shows single RGB images
reconstructed by our Stage 1 with estimated geometry. Our
network performs well at reconstruction and needs only a
single forward pass to compute a NeRF for an input im-
age, unlike prior work [6, 5] which requires an inversion
optimization. Moreover, the reconstructed NeRFs can be
manipulated, for instance to render novel views. We show
examples of novel views in Figure 6.

4.2. Analysis and ablations

We perform analysis on the use of depth losses and learn-
ing of geometry, both for our model and the baseline meth-
ods. We then conduct an in-depth ablation study on the
design choices of VQ3D. We additionally compare VQ3D
against a combination of a 2D GAN and novel view synthe-
sis model. Finally, we show results for various settings of
top-p and top-k sampling.

One potential concern may be that the use of pseudo-
GT depth limits the comparability of our technique with
the baseline GAN methods. We address this concern by
analyzing both the FID score and the depth accuracy metric
used in [37, 6]. This metric is defined as the mean- and
variance-normalized MSE between the NeRF depth and the
predicted depth of the generated image. Table 2 gives the
result for generative models with and without depth losses.
For the GAN methods, we find that our pointwise inverse
depth loss works poorly but directly supervising with depth
accuracy seems to improve geometry, except for StyleNeRF
for which no depth losses appear to work. For our method,
we show the Stage 2 performance with and without our
novel pointwise weighted depth loss. While performance
on the depth accuracy metric can improve when various
depth losses are incorporated training, the effect on FID is
negligible, suggesting that incorporating pseudo-GT depth
is unlikely to meaningfully improve the FID for the baseline
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Figure 4: Generated samples and inverse depth from models trained on ImageNet. Ours model generates high-quality images
and geometry. We generate samples from our method and then search for nearest neighbors in CLIP[27] space among
generated samples of the baseline methods for more consistent evaluation of the quality improvement.

Figure 5: Reconstructions and estimated inverse depth on
single images by our conditional NeRF-based autoencoder.
Though our model is trained on ImageNet and achieves
comparable performance on unseen ImageNet images, we
show OpenImages results for licensing reasons.

methods without substantial changes.

Better geometry does not imply better FID. Additionally,
learning geometry without a depth loss may be unreliable.
For example, StyleNeRF [18] found learning of geometry
was unreliable without training tricks such as progressive
growing. During our ImageNet experiments, we also ob-
served that the geometry StyleNeRF learns is sensitive to

Main view Novel view

Main view Novel view

Main view Novel view

Figure 6: Example camera manipulations of a reconstructed
scene. Our approach naturally handles sharp occlusions
(left spyglass) and inpainting of disoccluded pixels (right
spyglass) without supervision of novel views.

hyperparameters, and it often learns to produce flat depths.
We were unable able to design a depth loss for StyleNeRF
which improved the learned geometry. EG3D [6] showed
that removing GT poses as input to the discriminator is
enough to cause the geometry to degenerate to a flat plane.

We conduct ablations on VQ3D in Table 3 starting from
our main architecture (row 1). Using a CNN encoder and
decoder like VQGAN [14] rather than ViT (row 2) is unsta-
ble and leads to codebook collapse. Eliminating the GAN
loss (row 3) or depth scale loss (row 4) leads to a higher
learned inverse depth scale and thus perceptually flat novel
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Figure 7: FID of our model versus a 2D generator baseline,
BigGAN [3], plus a novel view synthesis model, Single-
image MPI [44]. We see that the FID of our novel views
degrades more gracefully as the sampling radius is increased.

Generation FID ↓ Depth accuracy ↓

pi-GAN 101.4 1.41
GIRAFFE 132.1 1.78
EG3D 82.2 1.93
VQ3D (Ours) 31.7 1.90

pi-GAN + depth loss 97.8 0.88
GIRAFFE + depth loss 132.0 1.16
EG3D + depth loss 91.8 0.88
VQ3D (Ours) + depth loss 35.4 0.16

Table 2: Evaluation of depth losses on ImageNet. While
adding depth losses can improve the quality of geometry, it
will not improve FID enough to close the gap between our
method and the baselines. We were unable to design a depth
loss which prevented flat depths for StyleNeRF.

views. Additionally, removing the GAN loss (row 3) leads
to artifacts in inpainting dis-occluded pixels during cam-
era motion and thus to worse Stage 2 FID. Eliminating the
NeRF loss (row 5) leads to worse depth accuracy and a very
high inverse depth scale. Eliminating the depth loss (row
6) improves FID, but causes the depths to collapse to a flat
plane and leads to worse depth accuracy. A fully implicit
representation instead of triplanes (row 7) gives very poor
FID because we can only use a very small MLP due to the
expense of volume rendering at 256×256 resolution.

We additionally compare against a 2D GAN baseline
BigGAN [3] equipped with a novel view synthesis model,
Single-image MPI [44], in Figure 7. As the sampling radius
is increased, this hybrid model performs worse relative to
VQ3D. While existing 2D generative models [3, 35, 50] have
excellent FID, it is nontrivial to make them 3D-aware.

4.3. Other 3D benchmark datasets

Two other prominent 3D-aware benchmark datasets are
FFHQ [20] and CompCars [48]. Due to the ethical and legal
issues associated with manipulation and generative modeling
of faces, we do not study FFHQ. On CompCars, our model

Ablation FID-S1 ↓ FID-S2 ↓ Depth Acc. ↓ Disp. scale ↓

(1) VQ3D (Ours) 11.2 35.4 0.18 1.00
(2) CNN enc, dec (diverges) - -
(3) W/o Lgan 10.6 36.2 0.22 1.27
(4) W/o Lscale 9.4 34.4 0.23 1.21
(5) W/o Lnerf 9.2 36.6 0.28 4.88
(6) W/o Ldepth 4.0 33.0 1.91 0.61
(7) W/o Triplanes 274 275 1.00 2.15

Table 3: VQ3D ablation study. Removing components com-
promises the model capacity, 3D awareness, or novel view
quality. FID-S1/2 is FID for Stage 1/2.

Model piGAN GIRAFFE StyleNeRF GIRAFFE HD EG3D VQ3D

CompCars 16.9 26† 8† 7.2† 32.2 7.3
MVS-1 104.4 54.7 11.5 - 42.6 9.8

Table 4: FID scores of 3D generative models on CompCars
and MVS-1. † indicates numbers taken from the respective
papers, we trained other models ourselves.

is competitive with the state of the art (Table 4). In order to
study a dataset of intermediate complexity between the sim-
ple CompCars and highly diverse ImageNet, we introduce
a new synthetic dataset, Multiview ShapeNet-1 (MVS-1),
which we synthesize via Kubric [17]. MVS-1 is a variant
of Multivew ShapeNet (MVS) introduced in [34] which
consists of random ShapeNet [7] objects rendered against
random HDRI backgrounds; the main difference between
MVS and MVS-1 is that MVS-1 has exactly 1 salient object
per image. We provide more details about MVS-1 in the
supplementary materials and we will release the dataset upon
acceptance. Our model is the best performing on MVS-1,
although StyleNeRF performs much closer to VQ3D on this
synthetic dataset than on ImageNet (Table 4).

5. Discussion
Limitations and ethical considerations. While some
benchmark methods [26, 18] have shown the ability to model
360-degree rotation of generated scenes when trained on spe-
cific single-class datasets like CompCars [48], our need to
model 1000 object classes makes large viewpoint manipula-
tion difficult. It is an interesting future direction to enable
360-degree rotation on general object classes. Furthermore,
VQ3D training requires a depth estimator, like all ImageNet-
focused concurrent works, i.e. IVID [19], 3DGP[41]. Fi-
nally, VQ3D training is multi-stage and relatively expensive.

Conclusion. We have presented VQ3D, a framework for
3D-aware representation learning and generation. VQ3D
sets a state-of-the-art by a wide margin on the large and di-
verse ImageNet dataset, relative to existing strong geometry-
aware baselines. We conduct extensive analysis and ablation
verifying our contributions.
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