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Abstract

Building 3D scene graphs has recently emerged as a
topic in scene representation for several embodied AI ap-
plications to represent the world in a structured and rich
manner. With their increased use in solving downstream
tasks (e.g., navigation and room rearrangement), can we
leverage and recycle them for creating 3D maps of environ-
ments, a pivotal step in agent operation? We focus on the
fundamental problem of aligning pairs of 3D scene graphs
whose overlap can range from zero to partial and can con-
tain arbitrary changes. We propose SGAligner, the first
method for aligning pairs of 3D scene graphs that is robust
to in-the-wild scenarios (i.e., unknown overlap – if any –
and changes in the environment). We get inspired by multi-
modality knowledge graphs and use contrastive learning to
learn a joint, multi-modal embedding space. We evaluate on
the 3RScan dataset and further showcase that our method
can be used for estimating the transformation between pairs
of 3D scenes. Since benchmarks for these tasks are missing,
we create them on this dataset. The code, benchmark, and
trained models are available on the project website.

1. Introduction
Generating accurate 3D maps of environments is a key

focus in computer vision and robotics, being a fundamental
component for agents and machines to operate within the
scene, make decisions, and perform tasks. As such, these
maps should be actionable, i.e., containing information
(such as objects, instances, their position, and relationship
to other elements) that allows agents to perform an action
and represented such that it is easily scalable, updateable,
and shareable. Recently, 3D scene graphs [2, 40, 33, 18]
have emerged as a topic in scene representation, providing
a structured and rich way to represent the world. Not only
do they fit the above requirements, but they can also be a
lighter-weight [6] and more privacy-aware representation of
3D scenes than the predominantly used 3D point clouds or
voxel grids – hence being easier and safer to share across

Figure 1. SGAligner. We address the problem of aligning 3D
scene graphs of environments using multi-modal learning and
leverage the output for the downstream task of 3D point cloud reg-
istration. Our approach operates directly on 3D scene graph level,
is fast and robust to real-world scenarios.

agents and humans operating in the same scene [22, 47].
Given their potential, 3D scene graphs are increasingly

used in embodied agents as a representation – commonly
built on the fly – to perform robotic navigation [35, 34, 32,
22, 6] and task completion [12, 1, 31, 17, 20]. Since more
and more agents are already building 3D scene graphs for
downstream tasks, we investigate how to leverage and re-
cycle them for creating 3D maps of the environment – a
pivotal step in the agent operation – directly on the scene
graph level. Specifically, we examine the fundamental prob-
lem of aligning partial 3D scene graphs of an environment
that originate from different observations. We focus on
real-world scenarios and specifically formulate the problem
as follows: given two 3D scene graphs that represent 3D
scenes whose overlap can range from zero to partial or full
and can contain changes, our goal is to find an alignment
across nodes, if it exists. Interestingly enough, even though
entity alignment (i.e., node alignment) is used in knowledge
graphs and in linguistics [24, 13, 26, 46, 7, 9, 36, 23], the
task of aligning 3D scene graphs of environments has not
been explored. An important note is that entity alignment in
these domains assumes that there is overlap between graphs
and that all inputs contain true information.

We propose SGAligner, the first method for aligning
pairs of 3D scene graphs that is robust to in-the-wild sce-
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narios (i.e., unknown overlap – if any – and changes in
the environment) (see Figure 1). We get inspired by en-
tity alignment methods in multi-modality knowledge graphs
[23] and redesign them for our setting. 3D scene graphs
represent three main types of information [40, 2, 33]: se-
mantic entities in the scene (e.g., object instances), their at-
tributes (e.g., category, size, and material), and relationships
between the entities (e.g., relative position and attribute sim-
ilarity). The main premise is to independently encode each
of these modalities with the ultimate objective of learning a
joint embedding that can reason how similar two nodes are.
Given node matches, we perform the scene graph alignment
using the matches with the highest similarity.

We additionally demonstrate our scene graph alignment
method on the tasks of 3D point cloud registration and 3D
alignment of a local 3D point cloud on a larger map that
contains changes. Instead of directly computing 3D cor-
respondences on the entire point clouds [15, 29, 43, 3], we
use the alignment as coarse initialization for the registration.
We further refine it by computing 3D correspondences [29]
on the individual point clouds (i.e., object instance point
clouds) of each matched node pair. This is followed by ro-
bustly estimating [11] the rigid point cloud transformation
using the correspondences from all matched nodes.

We evaluate all three tasks on the 3RScan [39] dataset,
which contains 3D point clouds captured over time along
with their 3D scene graph annotations [40]. Since 3RScan
does not provide partial scene graphs of the same scene or a
point cloud registration benchmark and there is no 3D scene
graph alignment benchmark, we create the data, metrics,
and evaluation needed for these tasks in 3RScan. Our ex-
periments show that our approach reduces the relative trans-
lation error of state-of-the-art GeoTransformer [29] by 40%
in point cloud registration, while being 3× faster during the
overlap check, since it does not need to process the entire
point clouds. Detailed ablation studies, along with experi-
ments on the task of aligning a changed local 3D scene to a
prior 3D map, demonstrate robustness of our approach.

We summarize the contributions of this paper as follows:

• We propose SGAligner, the first method for aligning
pairs of 3D scene graphs whose overlap can range from
zero to partial and that may contain changes.

• We demonstrate the potential of our method on the tasks
of 3D point cloud registration, 3D point cloud mosaicking
and 3D alignment of a point cloud in a larger map that
contains changes.

• We create a scene graph alignment and 3D point cloud
registration benchmark on the 3RScan [39, 40] dataset,
with data, metrics, and evaluation procedure.

2. Related Work

Multi-Modal Knowledge Graph Alignment. There exists
vast literature in the domain of graph matching and ontol-
ogy alignment, with methods focusing on creating single
feature vectors to compare on the entire graph-level (e.g.,
[21]). Such methods are not applicable to our case, since
the two graphs to align have partial semantic and geometric
overlap. A more relevant task is that of multi-modal knowl-
edge graph (KG) alignment [24, 13, 26, 46, 7, 9, 8, 36, 23],
which refers to the task of aligning multiple knowledge
graphs that represent information from different modalities
(e.g., text, images, and videos). The goal is to integrate
the knowledge from different sources and provide a more
comprehensive understanding of the world. EVA [24] lever-
ages visual and auxiliary knowledge to achieve entity align-
ment in both supervised and unsupervised settings, using a
loss formulation inspired by NCA-based text-image match-
ing [25]. More recently, approaches like [7, 23] solve the
task by learning a common embedding space for all modal-
ities, where similar entities in the KG have similar embed-
dings. Both approaches use multiple individual encoders to
obtain modality-specific representations for each entity in
the KG. However, [23] introduces contrastive learning with
intra-modal contrastive loss and inter-modal alignment loss
to learn discriminative cross-modal embeddings, while [7]
only performs common space learning to align the embed-
dings. Since 3D scene graphs can be also considered as
containing multiple modalities (i.e., object instances, their
3D geometry, attributes, and in-between relationships), we
leverage the above architecture and adapt it for the setting
of aligning 3D scene graphs of environments. A point to
highlight is that KG alignment methods consider inputs as
(partially) overlapping and true, something that in the real-
world scenario of creating 3D maps does not hold due to
arbitrary conditions and noise.

3D Scene Graphs. Following the success of utilizing 2D
scene graphs [19], researchers introduced 3D scene graphs
as structured and rich representations to describe real-world
scenes [2, 18, 33, 40]. We follow the 3D scene graph struc-
ture and dataset presented in [40]. Existing work addresses
the task of generating 3D scene graphs with a variety of
approaches; from online incremental building [41, 16] to
offline based on RGBD images and/or 3D reconstructions
[2, 40, 34]. Similarly, [48] advocates a knowledge-inspired
scene graph prediction method based on point clouds while
[45] uses edge-assisted reasoning to bridge perception and
reasoning in the context of 3D scene understanding. The
3D scene graph representation has been explored in em-
bodied AI for tasks related to navigation and planning
[35, 34, 32, 22, 6], task completion [12, 1, 31, 17, 20], vari-
ability estimation [27], and 3D scene manipulation [10]. Al-
though prior work has demonstrated the applicability of 3D
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Figure 2. Overview of SGAligner. Given two 3D scene graphs with partial overlap (a), we create four uni-modal embeddings (b) that
encode object, structure, attribute, and relationship information. These interact with each other to create a joint embedding space (c) where
similar nodes are located closely. We use this similarity to match nodes and create the final aligned 3D scene graph (d). We further
demonstrate the use of the alignment in 3D point cloud registration.

scene graphs in an increasing fashion, it has not been inves-
tigated for the task of creating 3D maps of scenes. Hydra
[16] approaches the latter using hierarchical loop closure
detection and 3D scene graph optimization to complete the
non-optimised scene graph, that is built on the fly, into a
globally consistent and persistent one as new information
is captured. On the another hand, our contribution focuses
on solving graph matching solely on the object-level. This
would enable to leverage, share, and recycle the created
graphs for general agent operation.
3D Point Cloud Registration. The field of 3D point cloud
registration is well-established and active, with approaches
mainly being feature-based and end-to-end. We focus our
scope on feature-based approaches since they compute hard
correspondences and perform more robustly in real-world
scenes. Such methods [3, 15, 43, 29] consist of two steps:
local (learned) feature extraction and pose estimation with
RANSAC [11]. However, they focus on the in-vitro prob-
lem of aligning two input point clouds that have some de-
gree of overlap. This does not always hold in a real-world
scenario where there is no knowledge of whether there is
any overlap or changes. Although some of these methods
compute matchability scores per estimated 3D point cor-
respondences (e.g., [15, 29]), they assume overlapping in-
put point clouds and do not have the mechanism to discard
non-overlapping ones. In addition, when the number of in-
dividual point clouds to register becomes large, it requires
O(N 2) complexity to process all possible pairs, while fail-
ing to recognize non-aligned pairs. Last, they also require
large memory reserve to process input data if the point
clouds are large. Our method allows processing all pos-
sible pairs faster while identifying non-overlapping pairs
before performing the final registration. In addition, it is
lightweight and can easily process large scenes, since, as
shown in our experiments, our method can operate with a
limited number of points per object instance. Please refer to

Sec. B in the supp. mat for more details on this.

3. SGAligner: 3D Scene Graph Alignment

Following standard formulation [40], we define a 3D
scene graph G of a scene s as a pair of sets (N ,R) with
nodes N and edges R. The nodes represent 3D object in-
stances O in the scan. Each node also contains a set of
attributes A that characterizes the visual (e.g., style and tex-
ture), geometric (e.g., shape and symmetry), and state (e.g.,
closed and empty) characteristics of the object instance, in
addition to the object categories. Instance-level point clouds
P are available per node. The edges define semantic rela-
tionships between the nodes such as standing on and
attached to. Given two graphs G1 = (N1,R1) and
G2 = (N2,R2) of scenes s1 and s2 respectively, we aim
to find the set of objects in the overlapping regions of the
two scenes, denoted as entity pairs, F = {(n1, n2) | n1 ≡
n2, n1 ∈ N1, n2 ∈ N2}, forming node correspondences.

Our approach follows the network architecture proposed
in [23], which we modify from the language domain for
the 3D scene graph alignment task with varying degrees
of overlap. The overall architecture is shown in Figure 2.
We can formulate scene graphs as a multi-modal knowl-
edge graph – commonly used in entity alignment – where
the semantic and geometric information included in scene
graphs is treated as the different modalities that are encoun-
tered in knowledge graphs. The goal is to learn a joint
multi-modal embedding from individual encodings of each
modality (uni-modal), in which nodes are closely located
if they correspond to the same underlying object instance
and belong to different graphs. Specifically, we create uni-
modal embeddings using the three main 3D scene graph in-
formation types: object embedding that encodes P , struc-
ture embedding S that encodes R in the form of a struc-
tured graph, and two meta modalities that encode A and R
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between objects in the form of a one-hot vector. To reason
about the final entity alignment, similar to [23], we create
a joint embedding by combining these uni-modal ones in
a weighted manner and perform a joint optimization using
knowledge distillation across all embeddings.

3.1. Uni- and Multi-Modal Embeddings

To leverage rich information in 3D scene graphs, we pro-
cess each modality separately in our framework and create
uni-modal embeddings, which are later processed to model
complex inter-modal interactions in the joint embedding.
Object Embedding. Point clouds contain rich geometric
information about objects. Each of the individual point
cloud Pi of Oi is the input to the object encoder. We em-
ploy a point cloud feature extractor backbone architecture
such as [28, 14] as the object encoder to extract the visual
features ϕP

i for every node.
Structure Embedding. 3D Scene Graphs contain infor-
mation on relationships between O, which we leverage to
encode the layout of objects in s. We represent this infor-
mation in the form of a structure graph: node features are
the relative translation between object instances, and edges
are the aforementioned relationships. We calculate relative
translation by taking the distance between the object in-
stance consisting of the highest number of relationships and
that of any other object instance in the scene. Specifically,
we compute distances using the barycenter of the convex
hull of the point clouds. We use a Graph Attention Network
(GAT) [38] to model the structural information in G1 and
G2 via the structure graph. We limit the weight matrix to
a diagonal matrix, as suggested by [23], to minimize com-
putations and improve the scalability of the model. As per
[23], the neighborhood structure embedding ϕS

i is produced
by the last GAT layer, using a two-layer GAT model to ag-
gregate the neighborhood information over several hops.
Meta Embeddings. Along with modeling the geometric
and structural properties of the scene, we model the at-
tributes and corresponding relationships per object Oi in
two separate embeddings. We regard the relationship of
Oi with other objects in the input scene graph as a one-
hot encoded feature vector and pass it through a single-
layer MLP to obtain the relational embedding ϕR

i . For in-
stance, consider the set of relationships standing on,
built in, attached to. If an object (node) in the
input scene graph has a single edge associated with it and
this represents the built in relationship, the input vector
for the relationship encoder is [0, 1, 0]. We adopt the same
approach for the attributes of Oi for simplicity to get the
ϕA
i . These single-layer networks called meta encoders pro-

vide valuable insights into scene composition and facilitate
straightforward extension to new data.
Joint Embedding. We concatenate each of the previously
discussed uni-modal features to a single compact represen-

tation ϕ̂i for each object Oi as follows:

ϕ̂i = ⊕k∈K

[
exp(wk)∑
j∈K exp(wj)

hm
i

]
, (1)

where ⊕ denotes concatenation, K = {P,S,R,A}, and
wm is a trainable attention weight for each modality k. We
apply L2 normalization to each uni-modal feature before the
final concatenation. These embeddings are coarse-grained
without any interaction between different modalities.

3.2. Contrastive Learning

To model interaction between modalities, we formulate a
representation learning framework. A contrastive loss func-
tion encourages comparable samples, or aligned entities, to
be closer together and dissimilar samples to be farther away
in the learned representation space. Using a cross-modal
contrastive loss is a typical strategy when working with
many modalities, such as in the case of 3D scene graphs, as
it encourages samples from various modalities that are se-
mantically related to be closer together in the joint represen-
tation space. Inspired by [23], we use the Intra-Modal Con-
trastive Loss (ICL) and Inter-modal Alignment Loss (IAL)
and formulate them similarly.

During training, we assume that E ⊂ F is available to
us as seed-aligned entity pairs. Formally, for the ith object
node n1 ∈ N1, we define E = {ni

1 | ni
2 ∈ N2}, where

(ni
1, n

i
2) is an aligned pair. We define the unaligned pairs

within the same graph as Hi
1 = {nj

1 | ∀nj
1 ∈ N1, j ̸= i},

and aligned pairs across graphs as Hi
2 = {nj

2 | ∀nj
2 ∈

N2, j ̸= i} (Figure 3). These two samples define the con-
strained joint embedding space. We model LICL

k to learn
intra-modal dynamics for more discriminative boundaries
for each modality k in the embedding space. We apply ICL
separately on each uni-modal embedding and on the joint
concatenated embedding, after L2 normalization. Each uni-
modal embedding is trained individually using ICL and is
not intended to interact with others.

Our complete representation is the joint embedding
space, and our goal is to learn proper uni-modal encodings
that enable node alignment in this joint space. To achieve
this, we minimize the bi-directional KL-divergence loss be-
tween joint embedding and uni-modal embeddings as the
Inter-modal Alignment Loss (IAL), thereby, emphasizing
on aggregating the distribution of various modalities, which
narrows the modality gap by learning interactions between
various modalities inside each entity. We train our model
end-to-end, optimizing both losses as follows:

L = LICL
o +

∑
k∈K

αkLICL
k +

∑
k∈K

βkLIAL
k , (2)

where K = {P,S,R,A} and o is the joint embedding.
Variables αk and βk are hyper-parameters that are automat-
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Figure 3. An example of contrastive learning pairs. Aligned
pairs across graphs are marked with green edges and unaligned
pairs within the same graph are marked with brown edges.

ically learned during training. We direct the readers to [23]
for a deeper understanding of the loss functions.

3.3. 3D Point Cloud Registration

In this section, we describe how we approach the task of
3D point cloud registration by leveraging our scene graph
alignment results. The output of the previously described
scene alignment method is the set of matched entity pairs
n1 and n2, in the scene graphs G1 and G2, respectively.
For each entity pair ni

1 and ni
2, we extract 3D point corre-

spondences from Pi
1 and Pi

2. The correspondences are es-
timated by an off-the-shelf correspondence extraction algo-
rithm (e.g., [29]) by running it on node pairs independently.
We collect the point correspondences across all matched en-
tities and then use the robust estimator, e.g. RANSAC [11]
or one of its recent variants [30, 4, 5], to get the transforma-
tion T ∈ SE(3) between the point clouds of the two scenes.

Performing registration on 3D correspondences that stem
from node-to-node matches allows for being less sensitive
to changes in the point clouds and incorrect matching than
state-of-the-art techniques. Such an approach has two ma-
jor advantages: (i) it filters non-overlapping scene pairs,
which should not be registered, faster than state-of-the-
art point cloud registration methods and without any need
for registration. This is enabled by obtaining object-level
(node-to-node) correspondences instead of performing the
registration directly on a large-scale 3D point cloud. (ii)
It performs better than standard registration methods even
on point clouds with low overlap, which we showcase with
experiments in the following section.

4. Experiments
We evaluate SGAligner on the task of 3D scene graph

alignment (Section 4.1) and on downstream applications,
namely 3D point cloud registration (Section 4.2), 3D point
cloud mosaicking (Section 4.3) and 3D scene alignment
with changes present in the data (Section 4.4). We provide
additional ablation studies to further understand the perfor-
mance on node matching in the supp. mat.

In our experiments we use the 3RScan dataset [39],
which consists of 1335 indoor scenes, of which 1178 are
used for training and 157 for testing. The dataset contains

semantically annotated 3D point clouds per scene, some of
which depict the same environment over time. 3D scene
graph annotations for 3R Scan are provided in [40]. Al-
though this allows to evaluate the robustness of our method
in the case of changed environments, there are no annota-
tions to evaluate in static environments. To enable a thor-
ough evaluation with scenes that range in overlap (from
zero to partial), we create sub-scene graphs in single scenes
given their full 3D scene graph provided in the annota-
tions, following standard point cloud registration bench-
marks [44]. The generated data is made public to maxi-
mize reproducibility. In our experiments, we use PointNet
[28] as the object encoder, a comprehensive evaluation with
multiple backbones is provided in the supp. mat.

Dataset Generation. To create the sub-scene graphs, we
generate sub-scenes per scene on the geometry level. Point
clouds in [39] are generated from RGBD frames. To imitate
a realistic setting, we create sub-scenes by selecting groups
of sequential frames and reconstructing the point cloud of
the depicted scene. Frames across groups are unique and
there is a possibility of 3D spatial overlap in the generated
point clouds. We generate a total of 6731 sub-scenes from
the training scenes and 843 sub-scenes from the validation
scenes. We create pairs using the sub-scenes generated from
the same scene, such that the spatial overlap in a pair ranges
from 10-90%. This results to 15102 pairs for training and
1932 pairs for testing. More details, as well as statistics
on the generated data are in the supp. mat. For simplicity,
hereafter we refer to sub-scenes as scenes (s in Section 3).

The individual point clouds of object instances in the
generated data will have a varying number of points. To
use them as input to the object encoder (Section 3.1), we
require them to have the same size (512). We use farthest
point sampling to downsample each Pi of object Oi as

Pi = {δki ⊙ pk}k=1,|P |, (3)

where δ represents the Kronecker delta, p is a point in P ,
and |.| is the cardinality of P⟩, i.e, the number of points.

4.1. 3D Scene Graph Alignment

In this section, we evaluate SGAligner on the 3D scene
graph alignment task. We first evaluate how our method
performs on node alignment. We utilize cosine similarity
on the joint embedding to calculate the similarity between
two matched entities and employ Mean Reciprocal Rank
(MRR) and Hits@K, where K={1, 2, . . . , 5}. MRR denotes
the mean reciprocal rank of correct matches. Hits@K de-
notes the ratio of correct matches appearing within top K,
based on their cosine similarity ranking.

We compare SGAligner to using different modalities,
and as a result embeddings, as well as with a baseline from
entity alignment in the language domain. For the latter pur-
pose, we adapt the Entity Visual Alignment method (EVA)
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Figure 4. Qualitative Results. Given input 3D scene graphs (left), we showcase a success (top) and a failure (bottom) case of SGAligner
for alignment (middle) and registration (right). The existence of the same exact object in multiple replicas creates erroneous matches (nodes
outlined in red) which cannot be recovered in registration. When objects are more discriminative, SGAligner provides accurate matching.

Modalities Mean Hits @ ↑
RR ↑ K = 1 K = 2 K = 3 K = 4 K = 5

w/ Ground Truth 3D Scene Graphs

EVA [24] 0.867 0.790 0.884 0.938 0.963 0.977
P 0.884 0.835 0.886 0.921 0.938 0.951

P + S 0.897 0.852 0.899 0.931 0.945 0.955
P + S + R 0.911 0.861 0.916 0.947 0.961 0.970
SGAligner 0.950 0.923 0.957 0.974 0.982 0.987

w/ Predicted 3D Scene Graphs

SGAligner 0.882 0.833 0.881 0.918 0.937 0.951

Table 1. Evaluation on node matching. We compare the perfor-
mance of SGAligner for different modality combinations, as well
as for ground truth and predicted scene graphs.

[24] for 3D scene graphs by replacing the visual encoder
with PointNet architecture [28], same as P in our approach.
Results are in Table 1. Please note that when employing

only the instance level point clouds P there is no IAL used.
As evident, our method, even when using a single modal-
ity, outperforms EVA [24] with a margin of approximately
2%. Furthermore, and as expected, each modality in our
method contributes to improved performance in all metrics.
Interestingly, using all modalities provides at K=2 better re-
sults than only P at k=5, and at k=3 it is already better than
any of the other combinations at k=5. To further verify the
robustness of our method and hence its suitability for real-
world applications, we also compare the performance of
our method using both ground truth and predicted 3D scene
graphs as input during inference (in both cases the network
has been trained on ground truth data). We compute the
scene graph predictions using the pre-trained network for
3D scene graph generation given 3D point cloud of [40]1.

1We refer the reader to Table 2 in [40] for an evaluation on scene graph
prediction of this method.
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SGAligner is still able to provide reasonable matches de-
spite the noise in the input, although with an expected per-
formance drop. The success and failure case presented in
Figure 4, shows that the existence of the same exact object
in multiple replicas creates erroneous matches; when the
objects are more discriminative, SGAligner provides accu-
rate results. For more examples please see supp. mat.

We further ablate the results of our method (on ground
truth data) for scenes of different overlap to evaluate the ro-
bustness in cases where few nodes can be matched. Results
are reported in Table 2. As expected, the performance drops
with lower overlap, however, the gap between the very high
and very low overlap is not drastic.

Overlap Mean Hits @ ↑
(%) RR ↑ K = 1 K = 2 K = 3 K = 4 K = 5

10-30 0.872 0.806 0.886 0.927 0.948 0.962
30-40 0.908 0.859 0.917 0.949 0.968 0.978
40-50 0.941 0.908 0.950 0.973 0.980 0.985
50-60 0.960 0.937 0.967 0.982 0.989 0.994

60- 0.979 0.966 0.982 0.990 0.994 0.995

All data 0.950 0.923 0.957 0.974 0.982 0.987

Table 2. Evaluation on node matching per overlap range.

In order to deeper understand the effect of semantic noise
to SGAligner’s performance, we provide experiments with
controlled semantic noise on the test data. Specifically, we
consider the following scenarios of noise: (i) only relation-
ships are removed2; (ii) only object instances are removed –
their corresponding attributes and any relationships that in-
clude them are also removed; (iii) both relationships and ob-
ject instances are removed; (iv) object instances are wrong
(i.e. they have the wrong semantic label); and (v) both re-
lationships and objects are wrong. Noise is applied to each
input scene graph randomly to 15-40% of the modified se-
mantic. For (iv) and (v), we randomly assign any other se-
mantic label, i.e., a chair could be labeled as floor. Results,
including those on the full ground truth dataset (GT) and
with predicted 3D scene graphs (Pred.) for reference, are
in Table 3. Note that the training set remains the same. As
shown, the noise that our method can handle the best is that
of missing objects (ii). This means that the relationships
between objects can be more important than having struc-
tured information, however not by a large margin. What
drops the performance drastically is wrong semantic labels
for both object and relationship labels. Comparing the re-
sults for scenarios (iii) and (iv) with the use of predicted
3D scene graphs, we observe that for the former the values
are significantly lower. This has to be taken into account in
case of real-world applications, especially if generalization
of the scene graph prediction algorithm is unknown.

2Ground truth annotations do not offer an exhaustive list of relation-
ships and attributes per node. We remove edges from these annotations.

Affected Mean Hits @ ↑
Modules RR ↑ K = 1 K = 2 K = 3 K = 4 K = 5

(i) S, R 0.906 0.858 0.915 0.949 0.964 0.974
(ii) All 0.924 0.878 0.942 0.968 0.977 0.985
(iii) All 0.902 0.848 0.918 0.949 0.964 0.975
(iv) P 0.661 0.563 0.643 0.699 0.743 0.776
(v) P , S, R 0.587 0.479 0.573 0.632 0.674 0.709

GT None 0.950 0.923 0.957 0.974 0.982 0.987
Pred. None 0.882 0.833 0.881 0.918 0.937 0.951

Table 3. Evaluation on node matching with controlled semantic
noise. Best values are in underlined bold. Second best in bold.

3D Scene Graph Alignment. Entity alignment provides
pairs of matched nodes. Here, we evaluate how well
two scene graphs can be aligned given the predicted node
matching. In theory, since the scenes are rigid, two matched
nodes would be enough to perform the alignment, if there
was no noise in the matches. Since in reality matches are
noisy, we evaluate 3D scene graph alignment with K equals
top-2, top-50%, and all of the matched nodes. To mea-
sure this performance we introduce the Scene Graph Align-
ment Recall (SGAR) metric. Similar to the standard recall
metric, we calculate the amount of correct alignments of
SGAligner. We provide these results in Table 4 for both
ground truth and predicted scene graphs. As shown, results
with K=2 perform the best in both cases. This means that
SGAligner can identify at least two matches that are very
closely located in the joint embedding space. In addition,
SGAR for the top-2 matches is approximately the same for
both ground truth and predicted scene graphs, which further
shows that our approach can robustly align them.

Input Scene Graph Alignment Recall ↑
Scene Graphs R@top-2 R@top-50% R@All

Ground Truth 0.964 0.948 0.738
Predicted 0.963 0.856 0.450

Table 4. Evaluation on 3D scene graph alignment. We report for
both ground truth and predicted scene graphs.

4.2. 3D Point Cloud Registration

In this section, we evaluate the performance of
SGAligner for 3D point cloud registration on the same data.
We employ the state-of-the-art Geotransformer [29] as a
3D correspondence extraction method, as per Section 3.3.
We compare the performance of our approach to standard
approaches and use Geotransformer directly on the point
clouds of the two scenes to register. Please note that in
our case, we use Geotransformer to extract correspondences
from individual point clouds on the level of object instances
only for the matched nodes. In all cases, we use the Geo-
transformer model trained on the 3DMatch dataset [44].

Metrics: We compute the standard metrics of Chamfer
distance (CD) as in [42], relative rotation error (RRE), rel-
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ative translation error (RTE), feature match recall (FMR),
and registration recall (RR). RR is calculated with the stan-
dard threshold of RMSE = 0.2.

Results for 3D point cloud registration for overlapping
scenes are shown in Table 5. When using predicted data
from SceneGraphFusion [41], our method not only remains
robust but also shows even higher gains, as we leverage
node-to-node alignment for improved local context com-
pared to global registration on noisy point cloud predictions.
Our method is consistently providing best results in all met-
rics w.r.t. the standard registration approach, despite the less
geometric information in the point clouds we use; specifi-
cally on CD, we provide a 49.4% improvement (K=2). This
is an expected behavior since our alignment method, even
when it contains incorrect matches, is still providing an ini-
tialization to the task and narrows down the search space for
correspondences. With respect to self baselines, our method
with K=2 performs the best. The drop in K=3 can be at-
tributed to the following: more matches per each node of
which one is correct, means that more outliers are provided
to RANSAC which it cannot easily remove. Since the gap
of Hits@K between K=2 and K=1 is larger than that be-
tween K=3 and K=2, K=2 can still provide a boost of inliers
to RANSAC even though it will also increase outliers with
respect to K=1. We include examples on in Figures 4 and 5.

Methods CD ↓ RRE (◦) ↓ RTE (cm) ↓ FMR (%) ↑ RR(%) ↑
w/ Ground Truth 3D Scene Graphs

GeoTr 0.02247 1.813 2.79 98.94 98.49

O
ur

s K=1 0.01677 1.425 2.88 99.85 98.79
K=2 0.01111 1.012 1.67 99.85 99.40
K=3 0.01525 1.736 2.55 99.85 98.81

w/ Predicted 3D Scene Graphs
GeoTr 0.06643 5.697 9.54 92.23 93.15

O
ur

s K=1 0.05041 2.49 3.86 95.25 94.95
K=2 0.04251 1.725 3.36 97.12 98.33
K=3 0.04863 2.194 2.55 96.83 97.96

Table 5. 3D Point Cloud Registration. Best values are in
underlined bold. Second best in bold.

We further ablate the results on this task for scenes of
different overlap. As shown in Table 6, our approach out-
performs the standard one per overlap, and even provides
better results for scenes with 30% overlap or higher than
the standard approach can do on 60% or higher.

Overlap (%) CD ↓ RRE ↓ (◦) RTE (cm) ↓ FMR (%) ↑ RR (%) ↑

G
eo

Tr
. 10-30 0.09788 8.830 13.56 94.57 92.25

30-60 0.00584 0.156 0.24 97.28 97.36
60- 0.00177 0.048 0.07 99.47 99.31

O
ur

s 10-30 0.05160 5.660 8.48 99.23 95.35
30-60 0.00127 0.045 0.05 99.68 98.34

60- 0.00046 0.018 0.02 99.92 99.93

Table 6. 3D Point Cloud Registration per overlap. For our
method we use the best performing (K=2). Best values are in
underlined bold. Second best in bold.
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Figure 5. Registration Results for SGAligner and [29]. Columns
(i)-(ii) represent registration on overlapping pairs. (iii)-(iv) show
incorrect results of [29] for non-overlapping pairs, where our
alignment score is zero (i.e., there is no registration output to re-
port for SGAligner). Since these pairs are not overlapping, there
is also no ground truth registration.

Overlapping vs Non-Overlapping Scenes. In practical
and real-world applications, we do not always know if two
scenes are overlapping or not. While standard point cloud
registration approaches compute a matchability score, they
typically train and test only on overlapping scenes and do
not have the mechanism to discard non-overlapping ones.
Here, we demonstrate how our approach can indirectly pro-
vide a solution to this problem, without any additional su-
pervision. We formulate it as to how well a method can
identify whether a pair of scenes overlaps. For the state-of-
the-art Geotransformer, we compute a scene-level matcha-
bility µ by averaging over all correspondence matchability
scores and consider two scenes as overlapping if µ ≥ 0.2.
For our approach, we compute a scene-level alignment
score ξ by averaging the total number of matched nodes (for
K=1) and consider two scenes as overlapping if ξ ≥ 0.2.

To evaluate this task, we create a new test set that in-
cludes overlapping and non-overlapping scenes from the
data we generate. Specifically, we use 1932 of the over-
lapping pairs from the former, and sample from the rest of
the scenes 1932 non-overlapping pairs. Please note that the
training set remains the same and contains only overlapping
pairs. We compute the precision, recall, F1-score, and time
in milliseconds required to make the overlap decision for
all pairs. Results are in Table 7. Our approach runs 3 times
faster than Geotransfomer since it does not process the en-
tire point cloud, which can be computationally demanding.
In addition, it leads to comparative performance while be-
ing able to identify more overlapping pairs correctly.

We choose µ and ξ based on the best performing value
of µ for Geotransformer. Specifically, we observed that a
higher value (0.4) leads to no true positives and a lower one
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(0.1) leads to lower precision (66.94%) since it identifies
more false positives. This is understandable given that it
was not trained on this data. However, (0.2) for a metric
measuring average point correspondence similarity is low.
For ξ we observe only a slight decrease in precision instead
of the best performing value (0.4). In contrast, our approach
does not require such difficult-to-set thresholding scheme.

Method Prec. (%) ↑ Recall (%) ↑ F1 (%) ↑ Average Time
Per Scene (ms) ↓

Geotr 99.63 80.98 89.34 442.50
Ours 92.03 90.94 91.48 139.64

Table 7. Overlap Check for Point Cloud Registration.

4.3. 3D Point Cloud Mosaicking

In this section, we aim at reconstructing the 3D scene
from a set of partial point clouds observing parts of the
scene. We proceed by selecting one of the point clouds
as the origin and then estimating the absolute pose (i.e.,
3D translation and rotation) between the origin and each
remaining point cloud in the set. One can imagine this pro-
cedure as 3D point cloud mosaicking. Please note that there
is no guarantee that all partial clouds overlap with the one
chosen as origin. While this could be alleviated by form-
ing all possible pairs and forcing global consistency, solv-
ing the 3D mosaicking problem falls outside the scope of
this paper. We only aim to demonstrate the potential of the
proposed algorithm for this problem.

We perform the pairwise registration for all pairs using
the method described in Section 3.3. In Table 8, we report
results and compare with Geotransformer [29], using the
same reconstruction paradigm. The evaluation metrics we
use focus on the geometric aspects of accuracy and com-
pleteness [37] of the resulting reconstruction, as well as on
precision, recall, and F1-score of registered point clouds.
SGAligner has higher performance on 3 out of 5 metrics,
and is mainly affected in completion and precision. The
performance drop is due to the fact that for some scenes
with low overlap, SGAligner fails to perform node align-
ment and, hence, registration with the incorrect alignments
fails. In these scenes, GeoTr has a better complete context
of the entire scene unlike the only object-based context in
our approach. Furthermore, it is interesting to note that our
K=1 method performs better than K=2. This is expected
since there are more spurious matches from K=2 that lead
to worse performance. We show qualitative results of suc-
cess and failure in supp. mat.

4.4. Aligning 3D Scenes with Changes

In this section, we investigate the task of aligning a
new 3D scene (target) on a prior 3D map (source), where
the new scene can overlap fully or partially with the prior

Methods Acc ↓ Comp ↓ Precision ↑ Recall ↑ F1-Score ↑
GeoTr [29] 0.20721 0.03835 0.94180 0.79118 0.83667

O
ur

s K=1 0.00944 0.09347 0.90873 0.97444 0.93575
K=2 0.01215 0.10641 0.89234 0.97042 0.92345

Table 8. Point cloud mosaicking from multiple point clouds.
SGAligner performs best in 3 out of the 5 metrics, with K = 1.
The drop in the other 2 is due to a few low overlap pairs where
node alignment fails, hence, registration too. Best values in bold.

map and may contain changes (both geometric and seman-
tic). Specifically, we investigate the following scenarios: (i)
aligning a local 3D scene on a larger prior map that contains
no changes – here overlap of the local scene with the map is
100%; (ii) aligning a 3D scene on a prior map that contains
changes; and (iii) aligning a local 3D scene on a local prior
map that contains changes. We approach this as a 3D scene
graph alignment task. For (i) and (ii), we use as large maps
the 3D scene graphs of the entire scenes offered in [39, 40].
For local 3D scenes we use the data generated above. The
results in Table 9 show that performance depends on the
size of the prior map, whether there is full or partial over-
lap, and on the existence of temporal differences. They also
demonstrate that our method can handle the alignment of
maps that showcase temporal changes, even if not explicitly
trained for this purpose.

Mean Hits @ ↑ No. of
RR ↑ K = 1 K = 2 K = 3 K = 4 K = 5 Pairs

(i) 0.970 0.952 0.976 0.989 0.993 0.995 827
(ii) 0.934 0.907 0.933 0.960 0.966 0.972 110
(iii) 0.886 0.833 0.894 0.928 0.946 0.957 2262

Table 9. Alignment of a local 3D scene to a prior 3D map with
differences in overlap and changes.

5. Conclusion

We presented SGAligner, the first method capable of
aligning 3D scene graphs directly on the graph level, that is
robust to the in-the-wild scenarios, such as unknown over-
lap between scenes or changing environments. We demon-
strated that aligning the scenes directly on the scene graph
level can improve downstream tasks (e.g., point cloud align-
ment) in terms of accuracy and speed. We believe our work
could unlock agents to leverage this emerging scene repre-
sentation for creating 3D maps of the environment, further
using it for and sharing it with downstream tasks.
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