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Abstract

Image retrieval-based cross-view localization methods
often lead to very coarse camera pose estimation, due to
the limited sampling density of the database satellite im-
ages. In this paper, we propose a method to increase the
accuracy of a ground camera’s location and orientation by
estimating the relative rotation and translation between the
ground-level image and its matched/retrieved satellite im-
age. Our approach designs a geometry-guided cross-view
transformer that combines the benefits of conventional ge-
ometry and learnable cross-view transformers to map the
ground-view observations to an overhead view. Given the
synthesized overhead view and observed satellite feature
maps, we construct a neural pose optimizer with strong
global information embedding ability to estimate the rela-
tive rotation between them. After aligning their rotations,
we develop an uncertainty-guided spatial correlation to
generate a probability map of the vehicle locations, from
which the relative translation can be determined. Exper-
imental results demonstrate that our method significantly
outperforms the state-of-the-art. Notably, the likelihood of
restricting the vehicle lateral pose to be within 1m of its
Ground Truth (GT) value on the cross-view KITTI dataset
has been improved from 35.54% to 76.44%, and the likeli-
hood of restricting the vehicle orientation to be within 1◦ of
its GT value has been improved from 19.64% to 99.10%.

1. Introduction

Autonomous robots, such as unmanned aerial vehicles
(UAVs) and unmanned ground vehicles (UGVs), are be-
coming more and more popular in various fields of appli-
cations. One of the most demanding capabilities of au-
tonomous vehicles is navigating and executing tasks au-
tonomously in complex environments, especially in envi-
ronments with poor GPS signals. This motivates recent re-
search on vision-based localization.

Ground-to-satellite image-based localization is a vision-

(a) Joint 3-DoF pose optimization [29] (b) Ours
Figure 1. Conventional image-retrieval methods for ground-to-
satellite localization provide a rough location and orientation esti-
mation for the ground camera, denoted by the red dot and arrow
in the images. This paper aims to refine this pose under the same
ground-to-satellite image-matching context. Compared to joint ro-
tation and translation optimization [29], which is susceptible to lo-
cal minima (a), this paper introduces a new method that allows
dense search at all possible locations. Our method produces a
probability map (b) over the continuous search space of vehicle
locations, thus achieving high localization accuracy.

based localization task that aims to estimate the location and
orientation of a ground camera by matching a ground-level
image against a large satellite map. The task was originally
proposed for city-scale localization and tackled by image
retrieval techniques. However, image retrieval techniques
can only provide a rough pose approximation of the ground
camera, and the sample density of the database image al-
ways dictates the estimated pose accuracy.

Recent works have explored increasing the localization
accuracy by estimating a relative translation and rotation
between the ground and its matching satellite images. Ex-
isting works have tried to regress the relative translation by
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MLPs [50], or further split the retrieved satellite image to a
N × N grid and match the ground image against the grid
to improve the localization accuracy [43]. However, both
of them cannot estimate the orientation of ground cameras.
To estimate a 3-DoF camera pose (location and orienta-
tion), a deep cross-view optimization scheme has been pro-
posed [29]. Nonetheless, optimization-based methods are
highly susceptible to local minima, as shown in Fig. 1 (a).

To avoid this issue, this paper presents a new framework
that allows searching for vehicle locations densely over the
entire solution space. It estimates the orientation and lo-
cation of the ground camera sequentially and is designed
based on an observation that neural networks behave differ-
ently to rotations and translations on input signals.

Specifically, neural network outputs tend to magnify the
rotation difference on input signals, making it a desired
choice for rotation estimation. Thus, we propose a neu-
ral network-based pose optimizer. It works with an over-
head view feature synthesis module, which synthesizes an
overhead view feature map from the query ground view im-
age, to estimate the relative rotation between the ground and
satellite image. However, due to feature aggregation layers
(e.g., pooling), a small translation difference in input sig-
nals might be absorbed in high-level deep features. This
makes the estimated translation by an optimizer constructed
by neural networks inaccurate.

On the other hand, when the orientation of the synthe-
sized overhead view feature map from the ground view im-
age has been aligned with the satellite image, the vehicle
location can be obtained by performing a spatial correlation
between them. The spatial correlation generates a proba-
bility map of vehicle locations over the entire search space,
as shown in Fig. 1 (b). This allows a dense and exhaustive
search for vehicle locations.

Our overhead view feature synthesis module is designed
as a geometry-guided cross-view transformer. It explicitly
embeds the deterministic geometric correspondences to the
learnable cross-view transformers. Compared to the ground
plane homography projection in [29], our method handles
the height ambiguity of scene objects and the ground cam-
era’s slight tilt and roll angle change.

Our contributions are summarized as follows:

• a rotation and translation decoupled cross-view cam-
era localization framework, which achieves state-of-
the-art performance on four widely used benchmarks;

• a neural pose optimizer for rotation estimation, which
produces highly-accurate rotation estimation results;

• a dense search mechanism for translation estimation,
which computes a possibility map of vehicle locations
over the entire search space;

• a geometry-guided cross-view transformer for ground-
to-overhead view feature synthesis, which combines
the wisdom of deterministic geometric and data-driven
learnable correspondences.

2. Related Works
Satellite image-based localization. Satellite image-

based localization aims to estimate the location and orien-
tation of a ground sensor mounted on a robot or a vehicle
by a large satellite image. Various works have tried local-
izing lidar [40, 21, 6] or radar [36, 37] points on satellite
imagery. However, equipping a lidar or radar sensor on a
robot is usually expensive. In contrast, cameras provide a
cheaper option than lidar and radar sensors. Thus, using
ground-to-satellite image matching for localization has re-
cently attracted tremendous attention.

Ground-to-satellite image-based localization was ini-
tially proposed for city-scale localization. The task is to
retrieve the most similar satellite image from a database to
determine the query camera location. Conventional works
have focused on designing powerful handcrafted features to
match the cross-view images [3, 16, 22]. To handle sig-
nificant cross-view differences, recent deep metric learn-
ing techniques provide a powerful alternative for the cross-
view image matching task. Researchers have devoted them-
selves to designing powerful networks [41, 42, 39, 2, 44,
48], learning orientation invariant or equivariant descrip-
tors [10, 17, 34, 31, 49], and bridging the cross-view domain
gaps [45, 25, 30, 32, 38]. However, image retrieval-based
methods suffer from poor localization accuracy as they ap-
proximate the GPS of retrieved satellite image as the query
camera location.

Recently, researchers have demonstrated that it is possi-
ble to accurately localize which pixel on the satellite image
corresponds to the query camera location. Zhu et al. [50]
employ BlackBox MLPs to regress the relative location co-
ordinates. Xia et al. [43] propose a patch-matching method
to estimate the uncertainty of the ground vehicle location on
a satellite image. However, the two works cannot estimate
the camera’s orientation with respect to the satellite image.
Considering the large search space of 3-DoF camera pose,
Shi and Li [29] design a deep optimization mechanism to
update camera pose iteratively.

There are also two contemporary works. Lentsch et
al. [13] propose to generate a number of candidate poses
and their corresponding masks on the satellite image. The
satellite features selected by these masks are matched to
the query ground image to determine its pose. Instead of
sampling discretized poses, our method produces continu-
ous rotation estimates, and our translation is searched uni-
formly over the entire search space without being affected
by the sample randomness. Fervers et al. [8] shares the
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Figure 2. An overview of the proposed method. (Stage 1:) We design an overhead-view feature synthesis module to map ground-view
image features to the overhead view, according to a relative rotation R and translation t. Taking input as the feature differences between
the synthesized and observed overhead view features, our proposed neural pose optimizer updates the relative transformation from coarse to
finer feature levels. (Stage 2:) Then, we re-synthesize an overhead view feature map according to the final estimated R and zero translation,
and use it as a sliding window to compute its spatial correlation with the observed satellite feature map. We also estimate an uncertainty
map from the satellite semantic features. The uncertainty map is encoded in the spatial correlation process to exclude impossible camera
locations, e.g., building and tree areas. The pixel coordinate with the maximum correlation result determines the query camera location.
Our neural optimizer’s final estimated R (from stage 1) is regarded as the camera orientation.

same insight as us on translation estimation. Compared to
their method, we encode an uncertainty map in the spatial
correlation for translation estimation. The uncertainty map
excludes improbable vehicle locations, e.g., areas indicated
by buildings or tree canopy. Furthermore, their rotations are
sampled at discretized values, while our method estimates
continuous rotations.

Decoupling rotation and translation has also been ex-
plored in other tasks, e.g., absolute pose regression [11],
Visual Odometry (VO) [12], and 6-DoF object pose estima-
tion [5]. This paper shows that developing different rota-
tion and translation estimation strategies also facilitates the
overall performance of ground-to-satellite camera localiza-
tion. Our proposed method tackles the unique challenges of
this task and will be illustrated in detail in the next section.

Cross-view image synthesis. The cross-view image
synthesis task aims to synthesize an image from one view-
point to another viewpoint. This task was first proposed
by Regmi and Borji [23], where a conditional GAN is
used to learn the transformations between the two images.
Since then, different methods have been proposed to im-
prove the performance [24, 35, 19, 28, 14]. Recent re-
search shows that cross-view image localization and synthe-
sis tasks can complement each other, improving their per-
formance [25, 38]. In this work, we use cross-view feature
synthesis instead of image synthesis to facilitate cross-view
localization performance.

Cross-view transformers. Overhead view, also known
as Bird’s eye view (BEV), representation learning [46, 26,
47, 4, 15, 27] has also been shown to be useful in many

autonomous driving tasks, such as map-view semantic seg-
mentation [26, 47], 3D lane line detection [4], and 3D ob-
ject detection [15]. A common strategy is to learn an im-
plicit overhead view embedding and then use the learned
embedding as query features to collect ground view fea-
tures and update the overhead view feature maps. Cross-
view correspondences are learned implicitly from training.
Instead of learning cross-view correspondences implicitly,
this paper proposes a geometry-guided cross-view trans-
former, which explicitly encodes the geometric correspon-
dences to the learnable transformer. This eases the burden
of neural networks and significantly reduces training time.

3. Boosting 3-DoF Camera Pose Accuracy

Given a coarse location and rotation estimate of a ground
camera, this paper aims to refine this camera pose by
ground-to-satellite image matching. The coarse camera
pose estimates can be provided by city-scale ground-to-
satellite image retrieval, VO, SLAM, or imprecise sensors
(e.g., consumer-level GPS and compass).

3.1. Method Overview

Humans usually determine a ground camera’s pose rela-
tive to a satellite image by first mentally hallucinating over-
head view appearances of the observed scenes and then
comparing them with the satellite map. Inspired by this,
we propose a geometry-guided cross-view transformer for
ground-to-overhead view feature synthesis to mimic the
“hallucination” process. Then, a neural pose optimizer is
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Figure 3. Ground-to-overhead feature synthesis. (Left:) A geome-
try projection (GP) module is first adopted to project ground image
features to an overhead view by exploiting the ground plane ho-
mography. Then, a multi-head self-attention (MHSA) module is
applied to the GP-projected features FG

g2s to make each element
aware of its contextual information. Next, a multi-head cross-
attention (MHCA) module is proposed to further collect features
from the ground-view images and update the overhead view fea-
ture representation. (Right:) For each overhead view feature map
pixel (Q), we find its corresponding column in the ground view
feature map and the neighboring columns with a radius of r, con-
structing a feature candidate pool (K,V) to be used in MHCA.

constructed to perform the “comparison” behavior.
The neural optimizer constructed by neural networks can

produce accurate and reliable rotation estimations, because
a rotation on the input can be magnified on the network
output. However, a small translation on the optimizer in-
put is likely to be absorbed by high-level deep features in-
side the optimizer, leading to inaccurately estimated trans-
lations. Nonetheless, we have a more effective method for
translation estimation.

When the ground camera’s orientation is estimated, its
location can be computed by a spatial correlation between
the synthesized overhead view feature map according to the
estimated rotation and the observed satellite feature map.
The spatial correlation densely searches every possible lo-
cation on the satellite image, avoiding local minima prob-
lems. We also encode an uncertainty map in the spatial
correlation process to exclude impossible camera locations
(e.g., areas indicated by buildings and tree canopies). The
pixel position corresponding to the maximum correlation
result indicates the most likely ground camera’s location.

Fig. 2 provides an overview of our proposed method.
Next, we provide technical details for each component.

3.2. Overhead-view feature synthesis

Given a ground image, we synthesize an overhead view
feature map from the ground view image according to a rel-
ative rotation and translation. Our overhead-view feature
synthesis module combines deterministic geometric corre-
spondences and learnable cross-view transformers.

Geometry correspondences. We use azimuth angle θ
to parameterize the ground camera’s relative rotation R to

the satellite image. We set the tilt and roll angles as zero
since satellite images cannot provide reference for them
and they are typically small in autonomous driving sce-
narios. The relative camera translation is parameterized
as t = [tx, 0, tz]

T , where tx and tz denote the translation
along the latitude and longitude directions in the geograph-
ical coordinates, corresponding to the v and u directions
of the satellite image coordinates, respectively. The relative
translation ty between a ground and a satellite camera along
the vertical direction is infinite. Thus we do not consider
it in our task by setting it as zero. The mapping from an
overhead view pixel (us, vs) to a ground view image pixel
(ug, vg) is derived as:

[
ug

vg

]
=

[
fx

[(vs−v0
s)+tx] cos θ−[(us−u0

s)+tz] sin θ

[(vs−v0
s)+tx] sin θ+[(us−u0

s)+tz ] cos θ
+ u0

g

fy
h

α{[(vs−v0
s)+tx] sin θ+[(us−u0

s)+tz ] cos θ} + v0g

]
,

(1)
where (u0

s, v
0
s) and (u0

g, v
0
g) denote the overhead view fea-

ture map and the ground-view image centers, respectively,
α is the ground resolution of the overhead view feature map,
fx an fy denote the ground camera focal length along u and
v directions, respectively, h is the height of pixel (us, vs)
above the ground plane.

It can be seen that the value of ug can always be de-
termined whenever the height of the corresponding pixel is
given or not, and the height only affects the value of vg .

Geometry-guided cross-view transformer. Next, we
leverage cross-view transformers to handle the ambiguity
of vg . Commonly designed cross-view transformers [26,
47, 15, 4] initialize a latent overhead view embedding that
is shared by different overhead view maps. The embedding
functions as “query” features to collect ground-view image
features and is learned by statistically data-driven training,
enabling the network to collect information from ground-
view images automatically.

In the cross-view localization task, the appearance of
overhead view features at different geographical locations
differs, and these differences are essential to localization ac-
curacy. To address this issue, we design a geometry-guided
cross-view transformer with a scene-specific “query” em-
bedding initialization strategy, as shown in Fig. 3 (left).

First, the geometry projection (GP) module projects the
ground-view features to the overhead view by exploiting
the ground plane homography. This establishes authen-
tic cross-view correspondences for scene contents on the
ground plane. We then apply a multi-head self-attention
(MHSA) block to the geometry projected features, mak-
ing them aware of their context information, especially for
the scene contents above the ground plane. The output of
MHSA is used as our overhead view “query” embedding,
which is scene-specific.

We have derived from Eq. (1) that the column index ug of

21519



a satellite pixel on the ground view image can always be de-
termined. It implies that its corresponding ground-view im-
age pixel lies on a column on the ground-view image. When
there is a slight tilt or pitch angle change of the ground cam-
era during driving, the value of ug will be slightly off (the
value of vg remains unknown). With this observation, we
retrieve the entire column indexed by ug and its neighbor
columns with a radius of r in the ground-view image, as
shown in Fig. 3 (right), which is to construct the candidate
feature pool (“key” and “value”) for this satellite pixel. We
then use the strength of transformers to update the overhead
view feature map by multi-head cross-attention (MHCA):

MHCA
(
FG

g2s,Fg

)
= Softmax

(
QKT

)
V, (2)

Q = Q
(
MHSA

(
FG

g2s

))
K = K

(
FL

g

)
V = V

(
FL

g

)
,
(3)

where Fg denote the ground-view image features map, and
FL

g indicate the retrieved local region for each satellite pixel
from Fg illustrated in Fig. 3, Q(·),K(·),V(·) are linear
mapping layers. We then feed the updated features by
MHCA to an MLP layer M(·) with a skip connection, ob-
taining the final synthesized overhead view feature map:

Fg2s = FG
g2s +M

(
MHCA

(
FG

g2s,Fg

))
(4)

For memory efficiency, this cross-view transformer is
only applied to the coarsest feature levels (i.e., 1

8 of the orig-
inal image size). This also guarantees a large receptive field
for cross-attention. We adopt a decoder to recover finer de-
tails of the overhead view map at higher resolutions.

3.3. Neural pose optimizer

The overhead view feature synthesis module has aligned
the ground view observations and the satellite image in the
same (overhead) domain. We next design a neural pose opti-
mizer to estimate the relative pose between them, especially
the relative rotation. Our neural optimizer takes input as the
differences between the synthesized and observed feature
maps Fg2s−Fs, where Fs denote the observed satellite im-
age features, and outputs a relative pose update based on the
current pose estimation. It is constructed by two swin trans-
former layers [18] and two MLP layers. The swin trans-
former layers are to increase the global information extrac-
tion ability of the neural optimizer to avoid local minima,
especially for the estimated rotations. Here, we make the
optimizer update the translation as well. The reason is to en-
courage the optimizer to find a translation, based on which
the rotation can be easily and correctly estimated. The neu-
ral pose optimizer is applied from coarse to finer feature
levels and then repeated. This allows fine-tuning around a
potential global minimum and jumping out of local minima.

3.4. Uncertainty-guided spatial correlation

After the ground camera’s orientation has been esti-
mated, we re-synthesize an overhead view feature map from
the ground view observation according to the estimated ori-
entation and zero translation. The zero translation here is to
make the ground camera’s location correspond to the center
of the synthesized overhead view feature map. Then, we
compute the relative translation between the query camera
location and the satellite image center by a spatial corre-
lation between the synthesized overhead-view features and
the observed satellite image features. This is shown in the
numerator of Eq. (5). We also consider that the satellite
semantics themselves encode a likelihood of the ground ve-
hicles’ location, such that a car is likely on the road but un-
likely on top of buildings. To account for this, we estimate
an uncertainty map from the satellite image features using a
set of CNNs and develop an uncertainty-guided similarity-
matching scheme:

P = (Fs ⋆ Fg2s) (us, vs)/U(us, vs), (5)

where ⋆ denotes the normalized cross-correlation, U is the
uncertainty map estimated from satellite semantics (fea-
tures). The value of the uncertainty is within the range of
(0, 1). The higher the value, the lower the possibility of the
vehicle being at the corresponding location.

The correlation results, P, indicate the final computed
possibility of the query camera being at each of the satellite
image pixels. A higher value implies a large probability of
the query camera being at the corresponding location. We
regard the pixel location with the highest correlation value
as the query camera location.

3.5. Training objective

We use ground truth pose as supervision for the neural
optimizer output:

L1 =
∑
n

∑
l

(∥θln−θ∗∥1+∥txln− tx
∗∥1)+∥tzln− tz

∗∥1),

(6)
where l = [1, 2, 3] and n = [1, 2] index the feature lev-
els and the number of iterations, respectively, θln, tx

l
n, tz

l
n

denote the predicted camera pose (rotation and translation)
by the neural optimizer at feature level l and iteration num-
ber n, θ∗, tx∗, tz∗ represent the ground truth (GT) camera
pose. The predicted translation by the neural optimizer is
not taken as our final output, but we still apply supervision
for them here. This is to encourage the gradients of trainable
parameters in the neural optimizer to be updated smoothly
and in the correct directions.

We apply a triplet loss to the spatial correlation results
for translation estimation. We aim to maximize the pos-
sibility at GT (positive) camera location while minimizing

21520



Table 1. Comparison results on KITTI and Ford Multi-AV with aligned orientation. “*” indicates fine-grained image retrieval methods.
Lateral Longitudinal Lateral Longitudinal Lateral Longitudinal Lateral Longitudinal

d = 1 d = 3 d = 1 d = 3 d = 1 d = 3 d = 1 d = 3 d = 1 d = 3 d = 1 d = 3 d = 1 d = 3 d = 1 d = 3

KITTI - Test1 KITTI - Test2 Ford - Log1 Ford - Log2

CVM-NET* [10] 3.87 12.38 3.81 11.16 3.87 12.38 3.81 11.16 9.62 25.33 4.10 12.29 10.33 29.17 4.11 12.80
CVFT* [32] 13.04 36.84 4.06 11.50 12.19 34.23 3.75 10.36 15.14 40.71 4.38 12.19 15.00 40.94 4.70 14.76
SAFA* [30] 13.20 36.76 4.21 12.51 13.35 36.93 4.39 11.99 11.33 31.62 4.33 13.05 15.16 42.45 4.72 13.71

Polar-SAFA* [30] 13.44 37.11 4.96 13.12 13.76 38.42 3.92 11.27 13.38 37.19 3.86 10.81 14.57 40.41 4.35 12.74
DSM* [31] 13.86 38.17 4.43 11.93 13.54 37.40 4.00 11.71 12.24 33.14 4.48 12.10 12.18 33.67 4.45 12.50

VIGOR* [50] 14.18 38.38 4.61 13.25 13.07 36.40 4.48 12.20 11.76 35.43 6.24 17.57 19.48 62.38 5.04 15.88
L2LTR* [44] 15.19 41.93 5.33 14.37 14.65 40.36 4.69 12.40 14.19 38.10 4.71 13.29 13.52 38.07 4.45 12.96

TansGeo* [48] 15.74 43.15 5.04 14.44 14.85 41.37 4.31 12.64 14.57 39.76 4.10 13.86 13.57 39.76 4.10 13.86
LM [29] 52.66 82.14 4.35 14.95 37.63 69.07 4.96 14.66 64.05 83.05 11.38 22.57 47.49 79.18 5.31 15.59

CVML [43] 64.27 83.12 34.77 65.04 19.54 49.83 10.47 25.86 53.00 83.67 6.19 18.62 22.16 37.54 5.31 15.56
Ours 93.85 98.44 52.40 79.75 55.28 85.73 17.97 39.49 80.76 95.90 28.48 38.57 78.19 89.21 22.86 40.43

Table 2. Comparison results on Oxford RobotCar with aligned
orientation. The lower, the better.

Test1 Test2 Test3 Overall
Mean Median Mean Median Mean Median Mean Median

CVML [43] 1.66 1.29 2.28 1.55 2.26 1.51 2.07 1.44
Ours 2.40 0.91 3.10 1.13 2.86 1.05 2.79 1.02

Table 3. Comparison results on VIGOR with aligned orientation.

Algorithms Same-area Cross-area
Mean Median Mean Median

CVML [43] 6.94 3.64 9.05 5.14
SliceMatch [13] 5.18 2.58 5.53 2.55

Ours 4.12 1.34 5.16 1.40

that at other (negative) locations:

L2 =
1

|P|
∑

(us,vs)

log(1 + eγ(P(u∗
s ,v

∗
s )−P(us,vs))), (7)

where (u∗
s, v

∗
s ) indicates the pixel corresponding to the GT

camera location, (us, vs) denotes other pixels, |P| is the to-
tal number of pixels in P, and γ is set to 10. We should
note that we do not provide explicit supervision for the un-
certainty maps in Eq. (5). Rather, they are learned statisti-
cally and implicitly from the translational pose training loss
represented by Eq. (7).

We follow Kendall and Roberto [11] to balance the two
training loss items:

L = L1e
−λ1 + λ1 + L2e

−λ2 + λ2 (8)

where λ1 is initialized as −5 and λ2 as −3. They are learned
and adjusted dynamically during training.

4. Experiments
Dataset and evaluation metrics. We evaluate the per-

formance of our method and compare it with state-of-the-art
on several datasets, including the cross-view KITTI [9, 29]

and Ford Multi-AV [1, 29] datasets, the Oxford RobotCar
dataset [20, 43] as well as the VIGOR dataset [50].

The cross-view KITTI dataset consists of one training
set and two test sets. Test1 contains images sampled from
the same region as the training set, while Test2 contains im-
ages from a different region. The cross-view Ford Multi-
AV dataset [1] includes six subsets (Log1-Log6), each cap-
tured on two different dates along different trajectories. Im-
ages from one date are used for training, while those from
the other are used for testing. We follow Shi and Li [29] for
the evaluation of these two datasets. Specifically, a query
image is considered correctly localized in a direction if its
estimated translation along that direction is within d me-
ters of the ground truth translation. The percentage of cor-
rectly localized query images in that direction is recorded.
We also report the percentage of images with correctly es-
timated orientation, when the estimated orientation of the
query image is within θ degrees of its ground truth orien-
tation. We present results for the first two logs of the Ford
dataset in the main paper and include results for the remain-
ing logs in the supplementary material.

The cross-view Oxford RobotCar dataset includes one
training set, one validation set, and three test sets. The test
sets consist of images from three traversals captured at dif-
ferent dates than those in the training set. The VIGOR
dataset contains cross-view images from four cities in the
USA, Chicago, New York, San Francisco, and Seattle. The
dataset contains two evaluation scenarios: same-area and
cross-area evaluation. We use the rectified labels by Slice-
Match [13] and follow its evaluation protocol by only using
the fully positive satellite images. Both the Oxford Robot-
Car and the VIGOR datasets assume orientation alignment
and do not provide a test set with unknown orientations.
Therefore, we only test location estimation with aligned ori-
entation. We follow the evaluation protocol outlined in its
original paper [43], reporting mean and median distances
between predicted and ground truth locations. We perform
joint location and orientation estimation on the KITTI and
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Ford Multi-AV datasets, as they provide official test sets for
this challenging scenario.

Implementation details. Our network backbone uses a
U-Net architecture with the encoder being a VGG16 [33]
pretrained on ImageNet [7]. The decoder weights are ran-
domly initialized. The satellite branch has two output
heads: one for satellite features and the other for uncer-
tainty maps. The satellite image resolution for all datasets
is set to 512× 512, following the original settings [29, 43].
The ground image resolution is 256 × 1024 for the cross-
view KITTI and Ford Multi-AV datasets, and 154 × 231
for the cross-view Oxford RobotCar dataset. The local re-
gion radius in MHCA is set to 1. The learning rate starts
from 10−4 and gradually decreases to 10−5. The network
is trained for five epochs with a batch size of 3. Using
an RTX 3090 GPU, the inference time for each image is
280ms, significantly faster than Deep LM [29], which re-
quires 500ms. Code is available at https://github.
com/shiyujiao/Boosting3DoFAccuracy.git.

4.1. Comparison with the state-of-the-art

We compare our method with the state-of-the-art, in-
cluding fine-grained image retrieval [10, 32, 30, 31, 50],
deep LM optimization [29] and cross-view metric learning
(CVML) [43]. For the fine-grained image retrieval, we split
the satellite image into N×N small patches and retrieve the
most similar patch. The retrieved patch center is regarded
as the query camera location. Results are from paper [29] or
re-evaluated by the author-provided models and codes. All
experiment settings follow previous works [29, 43].

Location estimation with given orientation. Since
most of the existing cross-view localization methods have
an assumption of aligned orientation and only target loca-
tion estimation, we first compare the performance of our
method with them on localizing orientation-aligned images.
The results on KITTI and Ford Multi-AV datasets are pre-
sented in Tab. 1. It can be seen that all fine-grained image
retrieval-based methods achieve inferior results. This is be-
cause the images in the fine-grained database are too simi-
lar to disambiguate. Benefiting from the specific design for
the accurate cross-view localization task, the Deep LM [29]
and CVML [43] significantly improve the results. Nonethe-
less, our method increases the performance considerably,
e.g. from 64.27% to 93.85% on Test1 of KITTI.

The comparison results on the Oxford RobotCar and
VIGOR datasets are presented in Tab. 2 and Tab. 3. We
also compare with SliceMatch [13], a contemporary work
with our submission, on the VIGOR dataset. The results
are from its original paper. The comparison reveals that
our method achieves the best performance on most sce-
narios. Our method achieves a better median error while
a worse mean error than CVML on the Oxford Robot-
Car dataset, with a similar pattern mirrored on the VIGOR

dataset, where our improvement on the median error over
CVML is more significant than on the mean error. The rea-
son is that our method utilizes similarity matching instead
of network regression for location estimation.

When the scene is diverse and no symmetry exists, the
location computed by similarity matching is closer to the
GT value than regressed by networks, leading to a smaller
median error. However, in rare cases where scene symme-
try exists at “different and distant” locations, the location
computed by similarity matching can be far from the GT
value. This increases the mean error of our method. In con-
trast, the network regression-based method (CVML) tends
to resemble the GT values, resulting in a smaller mean er-
ror, especially in cases when training and testing images are
from the same area (RobotCar). The VIGOR dataset con-
tains images from four cities (Vs. one city in RobotCar),
and the number of testing images in VIGOR is around 10×
larger than those in RobotCar. Thus, the VIGOR dataset
is more diverse, and our method achieves consistently bet-
ter results than CVML. More importantly, our improvement
over CVML is more considerable on the cross-area evalua-
tion than the same-area evaluation on VIGOR, and our gen-
eralization from Test1 to Test2 on the KITTI dataset is also
better than CVML.

Joint location and orientation estimation. Next, we
evaluate the performance of different methods on joint lo-
cation and orientation estimation. Among the comparison
algorithms, only DSM [31] and Deep LM [29] are designed
for this purpose. The results are presented in Tab. 4. It
can be seen that our method achieves the best performance
among the comparison algorithms on all the test sets. Re-
markably, we obtain an exceptional 99% likelihood for re-
stricting the estimated rotation to be 1◦ to its GT value for
both test sets on KITTI, improving from around 19.64% on
Test1 and 46.82% on Test2. This should be attributed to
the powerfulness of our neural optimizer on rotation estima-
tion. Benefiting from the high rotation estimation accuracy
and the dense search scheme, we nearly double the results
on lateral pose estimation with d = 1 for almost all the test
sets. Fig. 4 shows some examples of our localization results.

4.2. Model analysis

G2S feature synthesis alternatives. We first compare
different ground-to-satellite feature synthesis alternatives,
including pure geometry projection [29] and Persformer [4]
(a geometry-guided deformable cross-view transformer).
Since our method leverages the merits of both conven-
tional geometry and learnable cross-view transformers, our
method achieves the best performance compared to the dif-
ferent alternatives, as indicated in the first part of Tab. 5.

Effectiveness of uncertainty maps. Next, we conduct
experiments to demonstrate the effectiveness of uncertainty
maps estimated from satellite images. Fig. 5 shows some
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Table 4. Performance comparison on KITTI and Ford Multi-AV with 20◦ orientation noise.
Lateral Longitudinal Azimuth Lateral Longitudinal Azimuth

d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 θ = 1 θ = 3 θ = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 θ = 1 θ = 3 θ = 5

KITTI - Test1 KITTI - Test2

DSM* [31] 10.12 30.67 48.24 4.08 12.01 20.14 3.58 13.81 24.44 10.77 31.37 48.24 3.87 11.73 19.50 3.53 14.09 23.95
LM [29] 35.54 70.77 80.36 5.22 15.88 26.13 19.64 51.76 71.72 27.82 59.79 72.89 5.75 16.36 26.48 18.42 49.72 71.00

SliceMatch [13] 49.49 – 98.52 15.19 – 57.35 13.41 – 64.17 32.43 – 86.44 8.30 – 35.57 46.82 – 46.82
Ours 76.44 96.34 98.89 23.54 50.57 62.18 99.10 100.00 100.00 57.72 86.77 91.16 14.15 34.59 45.00 98.98 100.00 100.00

Ford - Log1 Ford - Log2

DSM* [31] 12.00 35.29 53.67 4.33 12.48 21.43 3.52 13.33 23.67 8.45 24.85 37.64 3.94 12.24 21.41 2.23 7.67 13.42
LM [29] 46.10 70.38 72.90 5.29 16.38 26.90 44.14 72.67 80.19 31.20 66.46 78.27 4.80 15.27 25.76 9.74 30.83 51.62

Ours 70.00 93.10 95.52 17.10 27.95 29.76 59.38 90.57 95.24 60.26 76.58 95.12 20.77 37.67 39.39 62.68 93.78 98.77

Query Image Prediction Query Image Prediction
Figure 4. Localization results visualization. The correlation results (vehicle location possibility maps) overlay the satellite images

.Table 5. Ablation study results on KITTI with 20◦ orientation noise.
Lateral Longitudinal Azimuth Lateral Longitudinal Azimuth

d = 1 d = 3 d = 1 d = 3 θ = 1 θ = 3 d = 1 d = 3 d = 1 d = 3 θ = 1 θ = 3

Test1 Test2

G2S Synthesis
Alternatives

Geometry Projection 75.96 95.68 22.55 46.67 97.59 100.00 54.80 85.68 14.00 30.99 98.34 100.00
Persformer [4] 68.04 93.85 5.51 15.77 97.98 99.97 38.86 73.56 3.71 11.77 98.42 100.00

Ours 76.44 96.34 23.54 50.57 99.10 100.00 57.72 86.77 14.15 34.59 98.98 100.00

Uncertainty Without 70.29 94.30 18.29 40.39 84.44 99.84 54.53 85.44 12.50 29.65 84.16 99.80
With (Ours) 76.44 96.34 23.54 50.57 99.10 100.00 57.72 86.77 14.15 34.59 98.98 100.00

Figure 5. Learned inverse uncertainty maps from satellite features,
where road regions are highlighted with small uncertainty.

examples of the inverse uncertainty (confidence) maps with
road regions highlighted. These regions represent the like-
lihood of the presence of a vehicle. The last two rows in
Tab. 5 present the performance of our method with or with-

out uncertainty maps in translation estimation. It can be
seen that even without the uncertainty maps, our method
can still achieve promising localization results. With the
uncertainty maps, the performance is further improved.

Due to space limits, we discuss the comparison between
ground-to-satellite projection and satellite-to-ground pro-
jection, the sensitivity of our method to different initial
poses, the iteration number choice of the neural pose op-
timizer, and additional ablation study results in the supple-
mentary material.

5. Discussion and Conclusion

Various methods can provide a coarse estimation of a
camera’s pose at ground level, such as city-scale ground-
to-satellite image retrieval, VO, SLAM, or sensors (noisy
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GPS, compass, wheel encoder, etc.). Given a coarse ro-
tation and translation estimate, this paper has presented a
new framework to improve the ground camera’s pose accu-
racy by ground-to-satellite image matching. This task has
various applications, such as reducing costs in autonomous
driving and field robotics by using a cheaper GPS device. It
can also function as a new loop closure method for SLAM
and VO techniques.

Our approach consists of a geometry-guided cross-
view transformer for ground-to-overhead feature synthe-
sis, a neural pose optimizer for rotation estimation, and an
uncertainty-guided spatial correlation for translation esti-
mation. It significantly outperforms the current state-of-the-
art in various challenging localization scenarios.

The single query image setting brings some limitations
for this task. For example, the longitudinal pose estima-
tion accuracy is not as accurate as lateral poses due to
the monotonous scene appearance along driving directions.
Moreover, the field of view of a single camera is limited.
When the rotation and translation ambiguity (search space)
is too large, scene content captured by a single camera can
be similar at different poses, leading to inaccurate localiza-
tion performance. However, these limitations can be poten-
tially solved by using a multi-camera system or a continu-
ous ground-view video for localization. These multi-frames
will increase the informativeness of the query place and thus
the localization accuracy. We will investigate these possibil-
ities in the future.
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