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Abstract

Stereo depth estimation usually struggles to deal with
textureless scenes for both traditional and learning-based
methods due to the inherent dependence on image corre-
spondence matching. In this paper, we propose a novel neu-
ral network, i.e., DPS-Net, to exploit both the prior geo-
metric knowledge and polarimetric information for depth
estimation with two polarimetric stereo images. Specifi-
cally, we construct both RGB and polarization correlation
volumes to fully leverage the multi-domain similarity be-
tween polarimetric stereo images. Since inherent ambigu-
ities exist in the polarization images, we introduce the iso-
depth cost explicitly into the network to solve these ambi-
guities. Moreover, we design a cascaded dual-GRU archi-
tecture to recurrently update the disparity and effectively
fuse both the multi-domain correlation features and the iso-
depth cost. Besides, we present new synthetic and real po-
larimetric stereo datasets for evaluation. Experimental re-
sults demonstrate that our method outperforms the state-of-
the-art stereo depth estimation methods.

1. Introduction

Stereo depth estimation is a classical computer vision
task, playing an important role in many applications, e.g.,
autonomous driving, robotics, and VR/AR. Traditional
methods [16, 21, 27, 33, 36, 44, 47] often solve a per-
pixel depth by finding pixelwise correspondences across in-
put images, which thus normally struggle to handle texture-
less areas. Recently, many methods [5, 6, 15, 20, 46, 14]
have been proposed to exploit deep learning techniques and
achieved promising results. Thanks to their learned shape
priors, these methods can generate smooth results in tex-
tureless regions. But the recovered depth at textureless re-
gions is unreliable since the correspondence is intrinsically
ambiguous.

To reconstruct textureless objects, some previous meth-
ods exploit additional shape cues, such as photometric
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stereo [12, 30, 32, 50], shape-from-shading [35, 31, 40],
and shape-from-polarization [1, 18, 28, 29, 31, 2]. Among
them, the polarization constraint is passive and provides
strong information on local surface orientations. Thus, it
attracts more and more attention for 3D reconstruction and
has been integrated with multi-view stereo [8, 49], SLAM
[43], stereo normal estimation [13] and stereo depth esti-
mation [51, 25]. These methods combine multi-view trian-
gulation with the surface normal estimated from the polar-
ization, and therefore improve the 3D reconstruction at tex-
tureless regions. However, these methods usually assume
a smooth surface or controlled illumination, which is nor-
mally limited to object-level scenarios or specific capturing
environments. Moreover, these methods struggle to handle
the inherent azimuth or zenith angle ambiguities [7] in the
surface estimation from the polarization images, e.g., re-
lying on a pre-computed coarse depth or assuming known
reflection types.

In this paper, we aim to design an end-to-end neural
network to predict the depth from polarimetric stereo im-
ages, which learns to exploit the polarization information
for accurate depth estimation of complex scenes. How-
ever, it is nontrivial to design such a model due to the fol-
lowing challenges. First, since the polarimetric and photo-
metric domains maintain different characters of the scene,
a straightforward combination may not fully exploit the
multi-domain information. Moreover, similar to traditional
polarimetric 3D modeling methods, we need to solve the in-
herent ambiguities in the polarization information, includ-
ing the azimuth and zenith angle ambiguities. Lastly, there
are few real polarimetric stereo datasets that are sufficient
for network training.

To deal with these challenges, we propose a novel DPS-
Net with a cascaded dual-GRU (Gated Recurrent Unit)
module that tightly integrates the polarization constraints
and learned shape priors for robust polarimetric stereo depth
estimation. Specifically speaking, to better exploit the
multi-domain knowledge, we first extract per-pixel features
and construct both RGB and polarization correlation vol-
ume pyramids for stereo matching, and explicitly introduce
the geometric constraint from the polarization into the net-
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work. In order to handle the inherent ambiguities of po-
larization information, we adopt the iso-depth constraints
instead of direct surface normal constraint in the network to
bypass both the zenith angle ambiguity and π-ambiguity of
azimuth angle, and construct a unified iso-depth cost with
different reflection to handle the π/2-ambiguity of azimuth
angle. In addition, along the gradient descent direction of
the iso-depth cost, we further calculate the virtual disparity
and retrieve the virtual feature from the correlation pyra-
mids for the information integration in the followed refine-
ment stage. To fully exploit the multi-domain similarity
(which refers to the similarity of the RGB and the polar-
ization images) and iso-depth cost for stereo depth estima-
tion, we design a cascaded dual-GRU architecture in our
network. In the first GRU of each iteration, the disparity
increment is regressed directly from the multi-domain cor-
relation feature. Then, the disparity is further optimized in
the second GRU based on the iso-depth cost and the virtual
correlation feature. Through the cascaded dual-GRU archi-
tecture and the recurrent optimization process, our method
can balance the diverse inputs well and resist the distur-
bance of polarimetric noises under uncontrolled illumina-
tion. At last, we present a synthetic dataset simulating the
polarimetric stereo pattern and a real dataset captured by a
polarization stereo system for the network training.

Our contributions can be summarized as follows. Firstly,
we propose the first learning-based framework for polari-
metric stereo depth estimation, which exploits both prior
knowledge and polarization information. Secondly, we
present a novel cascaded dual-GRU architecture and inte-
grate both the multi-domain similarity measurement and the
iso-depth constraint from the polarization cue to solve the
inherent ambiguities in the polarization and enable high-
quality and robust stereo estimation. Thirdly, we present
both synthetic and real polarimetric stereo datasets, which
can also benefit the community. We conduct extensive ex-
periments, and the results show that our method performs
better than the state-of-the-art learning-based methods and
traditional polarimetric methods.

2. Related Work
Learning-Based Stereo Depth Estimation. Stereo depth
estimation, one of the fundamental and long-lasting prob-
lems in computer vision, has been continuously studied
with the help of algorithms from traditional pixel-level
matching to learning-based ones. For most traditional meth-
ods, there are a matching stage and a filter stage, which can
be classified into local and global methods. The local meth-
ods [4, 17, 27] use a support window to determine the pixel-
level match, while the global methods [36, 21] follow the
pattern of the energy minimization problem.

The deep neural network benefits the prediction of dis-
parity to a considerable degree. Mayer et al. proposed the

first end-to-end stereo matching network DispNet [26]. Af-
ter that, there are a variety of learning-based methods being
presented and introducing the cost volume or the correlation
volume into the network, such as GC-Net [20] and PSM-
Net [5]. Then DSM-Net [42], a domain-invariant stereo
matching network, is proposed, adopting the domain nor-
malization and a structure-preserving filter to overcome the
dependency on the training dataset. In LEA-Stereo [6], a hi-
erarchical NAS framework is presented. It enables the net-
work to choose among operations with the winner-take-all
strategy and find an optimal architecture.

In order to compress the model and accelerate the es-
timation, many works have refined the 3D convolutional
layers with other innovative layers, including GA-Net [45],
AANet [41], EDNet [48], and HITNet [37]. Moreover, in
the Lac-Gwc Net [24], a pairwise feature is adopted to re-
veal the neighbor relationships, and then the disparity is re-
fined by a cost self-reassembling procedure. Based on the
work about RAFT [38], a multi-level convolutional GRU-
based network is proposed to exploit the visual similar-
ity and update the disparity recurrently called RAFT-stereo
[23]. Not only does it saves time and memory cost, but its
depth estimation also achieves a higher level. These meth-
ods are derived from the volumetric approach to leverage
contextual information for stereo matching.
Depth Estimation and Shape Recovery with Polariza-
tion. Polarization can provide surface normal information,
which is helpful for depth estimation, especially in the tex-
tureless and the highlight region. Many works related to
depth estimation or shape recovery have introduced polar-
ization information in recent years. Cui et al. [8] present a
traditional method of depth estimation for multi-view stereo
with polarization. They estimate depth and resolve the po-
larimetric ambiguity by graph optimization and iso-depth
contour tracing. Zhu et al. [51] also leverage polarization
images with RGB stereo to present a depth estimation.

Some works take further steps to recover normal infor-
mation with the help of stereo polarization images. Fukao
et al. [13] construct both the regular RGB cost volume and
the polarization cost volume for normal estimation. In or-
der to solve the unknown reflectance and illumination un-
der the sky, Ichikawa et al. [19] estimate surface normals
by decoding the polarization pattern of the sky. Ding et
al. [11] extend the classical Helmholtz stereopsis to the po-
larimetric case, achieving accurate surface recovery. As for
the shape estimation and SVBRDF acquisition, Valentin et
al.[10] present an improved U-Net applied for single-view
polarization imaging under flash illumination. Lei et al.
[22] first present a scene-level normal estimation network.
Recently, PANDORA [9], a polarimetric neural inverse ren-
dering approach for 3D Reconstruction and reflectance sep-
aration, has been proposed and exhibits excellent perfor-
mance for object-level reconstruction.
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Figure 1. The pipeline of the proposed depth estimation method: First, the multi-domain features are extracted, and the RGB and polariza-
tion correlation pyramids are constructed. Secondly, the iso-depth cost is calculated from the polarization cue. Finally, taking advantage of
the cascaded dual-GRU architecture, the disparity is recurrently updated.

3. Preliminaries
It is well known that the light wave is a transverse wave

whose oscillation direction is perpendicular to the propaga-
tion direction. Based on the property of the transverse wave,
the polarimetric images with different phase angles can be
obtained via a rotating polarizer. As proved in [7], the rela-
tionship between the polarization angle ϕc and the intensity
of polarimetric images satisfies the following equation,

I (ϕc) = Imax cos
2 (ϕc − ϕ) + Imin sin

2 (ϕc − ϕ) ,

= Ī + ρĪ cos (2ϕc − 2ϕ) ,
(1)

where Imax and Imin are the maximum and minimum in-
tensities, Ī = (Imax + Imin) /2 is the average intensity
value. The angle of linear polarization (AoLP) is defined
as ϕ, corresponding to the maximum intensity. The degree
of linear polarization (DoLP) is defined as ρ, which relates
to the relative variant of intensities.

The light becomes partially polarized when it reflects
from the surface of the object. For the common case, diffuse
reflection or specular reflection dominates at each pixel.
The relationship between the DoLP, the AoLP, the zenith
angle θ, and the azimuth angle φ satisfies different equa-
tions under two reflections. For diffuse case, we have

ρd =
(η − 1/η)2 sin2 θ

2 + 2η2 − (η + 1/η)2 sin2 θ + 4 cos θ
√
η2 − sin2 θ

,

ϕd = φ or ϕd = φ+ π,
(2)

where η is the refractive index of the surface material. For
specular reflection, we have

ρs =
2 sin2 θ cos θ

√
η2 − sin2 θ

η2 − sin2 θ − η2 sin2 θ + 2 sin4 θ
,

ϕs = φ± π

2
.

(3)

Surface normals can be estimated by solving the azimuth
and zenith angles from the above equations, while multiple
solutions exist for both azimuth and zenith angles due to the
unknown reflection types and the nonlinear equation, which
is also known as azimuth angle ambiguity and zenith angle
ambiguity. Please refer to the supplementary material for
more details on polarization ambiguities. So it is crucial to
deal with ambiguities when utilizing polarization.

4. Method
As shown in Fig. 1, our entire pipeline can be divided

into four steps. Firstly, we extract the multi-domain features
from RGB and polarization images, respectively. Then, we
construct the 3D correlation volume of RGB and polariza-
tion for all pairs of pixels at the same height. Next, we com-
pute the iso-depth cost according to the polarization con-
straints. Finally, the correlation features and iso-depth cost
are retrieved recurrently by the GRU-based update operator.
The disparity map is updated, and the reflection ambiguity
is resolved in the updating step.
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4.1. Multi Domain Feature and Correlation Volume

Feature Extraction. We extract features from RGB and po-
larization images to construct the multi-domain correlation
volume. The RGB feature encoder and the polarization fea-
ture encoder are formed by two convolutional networks with
the same backbone. The 256 channels of RGB features and
polarization features are extracted from the 2-channel polar-
ization images and the 3-channel RGB images, respectively.

We extract the context features from RGB images by the
context encoder, which is used to produce the input state
and the hidden state of the update operator. RGB images
provide more consistent contextual information than po-
larization images under different illumination conditions.
Therefore, we extract the context features from the RGB
images to ensure the consistency of the context information.

Correlation Volume. Similar to RAFT-Stereo [23], we
construct correlation volumes for both the RGB domain and
the polarization domain. Furthermore, the 3D polarization
correlation volume can measure polarization similarity as
a complement to RGB information. Especially in the case
of low texture and few features, the introduced polarization
cue plays an important role. We compute the visual similar-
ity between the polarization and RGB images according to
the dot product between the feature vectors. Then, we con-
struct multi-domain 3D correlation volumes based on the
visual similarity of all pixel pairs with the same height as
the following,

ICijk =
∑
h

f Iijh · gI
ikh, IC ∈ RH×W×W ,

PCijk =
∑
h

fPijh · gP
ikh, PC ∈ RH×W×W ,

(4)

where ICijk denotes RGB correlation volume and PCijk

denotes Polarization correlation volume. We represent the
h-th dimension of stereo correlation features that belong to
the RGB domain and polarization domain by {f Iijh,gI

ikh}
and {fPijh,gP

ikh}. Compared with the 4D cost volume in
most stereo depth estimation networks [20, 5], 3D correla-
tion volume is more efficient and takes up less memory.

We construct the 4-layer correlation volume pyramids
for polarization and RGB domains, respectively. By pool-
ing the last dimension of the correlation volume with scaled
kernel size, we obtain the layers in the correlation pyramids.
Similar to RAFT-Stereo [23], we use a lookup operator for
fast indexing. With the help of a linear interpolator, the re-
trieved value can be efficiently obtained by looking up the
correlation volume at each pyramid layer. Finally, by con-
catenating retrieved values, we get the correlation feature of
the given disparity.

4.2. Iso-Depth Cost and Ambiguity Solver

The Iso-Depth Constraints of the Normal. Note that the
iso-depth contour is orthogonal to the azimuth component
of the normal vector of the point on the contour. After dif-
ferentiating the depth and substituting the depth with the
disparity, we can obtain an approximate representation of
the azimuth angle as:

tan(φ) =
fy
fx

( d 0,−1 − d 0,1)( d −1,0 + d 1,0)

( d −1,0 − d 1,0)( d 0,−1 + d 0,1)
, (5)

where d i,j represents the disparity of neighbor pixel P (u+
i, v+j) relative to pixel P (u, v). f denotes the focal length.
The Iso-Depth Cost of Polarization. As mentioned above,
we construct a unified iso-depth cost to explicitly utilize the
geometric constraints of the polarization and handle the π-
ambiguity and π/2-ambiguity between the azimuth angle φ
and the AoLP ϕ. Our proposed iso-depth cost C(φ) by-
passes the π-ambiguity similar to [8] and integrates the az-
imuth cost under the specular and diffuse reflection through
the minimizing operator. Furthermore, the ambiguity of re-
flection types R(φ) can also be resolved as follows:

Cs(φ) = [sin (ϕ) sin (φ) + cos (ϕ) cos (φ)]
2
,

Cd(φ) = [sin (ϕ) cos (φ)− cos (ϕ) sin (φ)]
2
,

C(φ) = min {Cs(φ),Cd(φ)} ,
R(φ) = argmin {Cs(φ),Cd(φ)} ,

(6)

where the costs of the diffuse and the specular reflection are
noted as Cd and Cs. The derivation of iso-depth cost is
detailed in the supplementary.
The Virtual Disparity and Virtual Correlation Features.
In order to suppress the cost disturbance caused by polar-
ization noise and fully exploit the iso-depth constraint, we
calculate the virtual disparity from the iso-depth cost and
generate the related virtual correlation feature. The virtual
disparity and the virtual features can be utilized in the op-
timization GRU (introduced in Sec. 4.3) of the dual-GRU
architecture for disparity refinement. For the sake of dis-
tinction, we call the recurrently updated disparity in the up-
date block the actual disparity da. The virtual disparity dv
can be obtained based on the gradient of the iso-depth cost
C(φ, d) and the iteratively updated step length α by the fol-
lowing equation:

dv = da − α∇dC(φ, d). (7)

4.3. Hybrid GRU-based Update Operator

We present a hybrid GRU-based update operator to ex-
ploit the multi-domain information and update the disparity
recurrently. The framework is illustrated in Fig. 2. The
multi-domain contextual information and geometric infor-
mation are fused by the update block. We extract the multi-
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Figure 2. The hybrid GRU-based update operator is shown in this figure to interpret how multi-domain correlation features and iso-depth
cost are processed and fused. The cascaded dual-GRU architecture consists of a regression GRU that provides an initial disparity prediction
and an optimization GRU that further refines the disparity.

domain correlation features through two correlation vol-
ume pyramids to leverage the multi-domain visual similar-
ity. Moreover, to simulate the traditional optimizer, we de-
sign a cascaded dual-GRU paradigm to recurrently regress
and optimize the disparity based on the actual and virtual
correlation features. Specifically, the virtual disparity and
the related virtual correlation features are generated from
the iso-depth cost to guide the optimization procedure in an
indirect fashion.
Cascaded Dual-GRU Architecture. We design a cascaded
dual-GRU architecture to combine the iso-depth cost with
the visual similarity. The cascaded dual-GRU architecture
is composed of a regression GRU and an optimization GRU,
which implement a regress-and-optimize recurrently updat-
ing paradigm. In the regression GRU, the disparity is re-
gressed intuitively from the multi-domain correlation fea-
tures of the actual disparity, which leverage the similarity of
the RGB and polarization images to produce an initial pre-
diction for the subsequent optimization. In the optimization
GRU, the iso-depth cost is injected directly and introduced
in an indirect manner by the virtual correlation feature. The
optimization GRU fuses the geometric constraint and fur-
ther rectifies the disparity.

We introduce the iso-depth cost with the help of the vir-
tual correlation features rather than updating the disparity
directly by the increment calculated from the cost gradient,
which avoids the following difficulties in the traditional op-
timization process.

On the one hand, it is challenging to explicitly transform
the matching problem coupled with the contextual informa-
tion into an optimization problem. On the other hand, it is
still difficult to handle that formulated optimization due to
the severe non-convexity. Considering forehead facts, we
adopt a hybrid optimization GRU to avoid the local con-

vergence in optimization and resist the adverse effects of
polarimetric noise. Moreover, the cascaded scheme can bal-
ance the visual similarity and the geometric constraint well.
We can gradually refine the disparity in different iterations
through the regress-and-optimize cascaded paradigm. De-
tails of the cascaded dual-GRU architecture are deferred to
the supplementary.

Multi-Domain Inputs. We compose the input of the GRU
utilizing the multi-domain information. Specially, we adopt
different input settings for the two GRUs in cascaded dual-
GRU architecture. The regression GRU is provided with the
actual multi-domain features, while the optimization GRU
is introduced into the virtual multi-domain features. Before
injecting into the GRU, we use encoders composed of two
layers of convolution to process the multi-domain inputs re-
spectively. Finally, the multi-domain correlation features,
along with other encoded features, are concatenated to form
the inputs of GRU, as shown in Fig. 2.

Update. The GRU module is employed as the core compo-
nent of the update operator module to implement updating
of the disparity and the cost step. Both the regression GRU
and the optimization GRU contain a hidden state. The hid-
den state is updated continuously during different iterations
based on the encoded hybrid input. What’s more, we can
obtain the disparity increment and the optimization step by
decoding the hidden state through different Head Nets. Fi-
nally, the disparity updated by the new increment is upsam-
pled to recover the full-resolution disparity map.

Loss Function. We train our DPS-Net by minimizing
the L1 difference between the predicted disparity and the
ground truth over the full predictions sequence. We encour-
age the predictions corresponding to different iterations by
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Figure 3. Qualitative results on IPS dataset. From left to right: input left images, AoLP images, DoLP images, the ground truth of
disparity, disparity results from the existing stereo methods, and those from our method. Please zoom in for a further comparison.

the exponential weights γN−i:

L =

N∑
i=1

γN−i ∥dgt − di∥1 . (8)

5. Experiments
Since we cannot train and test our method with the exist-

ing stereo benchmark datasets due to the lack of polarimet-
ric information, we utilize an existing indoor robotics stereo
dataset (i.e., IRS dataset [39]) with accurate surface normals
to generate a synthetic polarimetric stereo dataset named
IPS dataset. We also capture a real polarimetric dataset con-
sisting of both indoor scenery and outdoor scenery named
the RPS dataset for the fine-tuning of our network. Both the
IPS and RPS datasets are utilized to demonstrate the effec-
tiveness of our DPS-Net.
Implementation Details. We implemented DPS-Net using
PyTorch. We employ an AdamW optimizer for 100 epochs
on the synthetic dataset and 150 epochs on the real dataset.
We set the learning rate by a one-cycle schedule with an
initial learning rate of 0.002. Additionally, we pre-train and
fine-tune the network on a single 3090 GPU, spending 50
GPU hours and 4 GPU hours. To preserve raw physical in-
formation of the polarization data, we only augment the data
by randomly cropping images to a resolution of 320x720.
Benchmark Metrics. We report the average endpoint error
(AvgErr), RMS of the endpoint error (RMSE), and the bad
pixel ratio with the 2-pixel threshold (bad 2.0) to quantify
the quality of depth estimation. We compare our approach
with other approaches using the benchmark metrics on the
IPS and the RPS dataset.
Stereo Depth Estimation Methods for Comparison. We
compare our network with other SOTA learning-based
methods, including RAFT-Stereo [23], LEA-Stereo [6], and

Lac-Gwc [24] in Sec. 5.1 and Sec. 5.2. Since all those meth-
ods are designed to estimate depth utilizing the stereo RGB
images, we only use RGB stereo images in both datasets to
evaluate the comparison methods. Among those methods,
RAFT-Stereo adopts the recurrently GRU-based network,
while the LEA-Stereo and Lac-Gwc utilize the feed-forward
CNN. Therefore, we conduct further ablation studies on dif-
ferent iterations for RAFT-Stereo and our method in supple-
mentary. We also perform an experiment to compare with
the traditional stereo depth estimation method utilizing po-
larimetric information [51] on IPS and RPS in Sec. 5.3. In
[51], coarse depth guidance is estimated from the stereo im-
ages first. Then the ambiguity is resolved by the graphical
model, and the depth is optimized by a linear function.

5.1. Experiment on Synthetic Dataset

In order to generate a large-scale polarimetric dataset for
pre-training our model, we choose the IRS dataset as the
raw dataset to generate the synthetic data, which provides
accurate surface normal and contains rich indoor scenarios
compared to other stereo datasets, such as KITTI, ETH3D,
SceneFlow, etc. We generate the polarization images based
on the surface normal to manufacture our dataset IPS (see
supplementary). We pre-train DPS-Net and other stereo
methods on the training set of the IPS dataset and then eval-
uate the final models of the last epoch on the test set. Specif-
ically, our approach and RAFT-Stereo[23] are trained for
100 epochs with random initial parameters. LEA-Stereo[6]
and Lac-Gwc[24] are fine-tuned based on the provided pre-
trained models for 50 epochs.

Fig. 3 visualizes the RGB and the polarization input, the
ground truth of the disparity, and the disparity results of dif-
ferent methods. It can be seen that our method obtains bet-
ter results than other methods. Moreover, our approach can
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Figure 4. Qualitative results of our DPS-Net and other methods on the RPS dataset. Our method generates a more accurate and sharp
disparity. Clearer object boundaries and better overall structures also can be restored. Please zoom in for details.

Method AvgErr RMSE bad 2.0
Lac-Gwc[24] 1.2135 3.4503 8.2061
LEA-Stereo[6] 1.6094 3.5475 11.247
RAFT-Stereo[23] 0.9266 2.6755 6.9791
Ours 0.5790 1.8616 3.9705

Table 1. Comparison to the state-of-the-art stereo matching meth-
ods on the IPS dataset. Our method beats others with superior
accuracy and makes the error slump drastically in all the metrics.

recover an accurate disparity in the low texture and feature-
less region as expected. Compared with other methods, our
DPS-Net can generate a sharper disparity on the boundary
of the objects. Moreover, we can estimate the disparity of
slender structures such as thin rods and wires, which are
quite challenging for other methods. The sharp and dense
disparity maps demonstrate our approach’s ability to fuse
the RGB and polarization and handle the cases of complex
scenes. More results are shown in the supplementary.

The quantitative comparison results are listed in Table 1.
It clearly illustrates that our algorithm significantly outper-
forms the SOTA stereo depth estimation methods in all met-
rics and gives significantly lower errors than LEA-Stereo
and Lac-Gwc. Compared with RAFT-Stereo which also
uses a GRU-based network structure, our method has ob-
viously lower average errors, demonstrating the vital role
of polarization information for stereo depth estimation.

5.2. Experiment on Real Datasets

We set up an imaging system equipped with stereo po-
larimetric cameras and an RGB-D camera for data collec-
tion. The stereo polarization images are captured by the
stereo polarimetric cameras, and the ground truth of the
depth is provided by the RGB-D camera. The RPS dataset
comprises over 1,000 pairs of indoor stereo images and 300

Method AvgErr bad 2.0 Runtime(s)
Lac-Gwc[24] 0.6919 3.6735 0.702
LEA-Stereo[6] 0.7518 5.0487 0.359
RAFT-Stereo[23] 0.6807 3.8864 0.352
Lac-Gwc-RBGP 0.6674 3.4693 0.798
LEA-Stereo-RGBP 0.7517 5.1257 0.577
RAFT-Stereo-RGBP 0.6244 3.4306 0.958
Ours 0.6187 3.3541 0.255

Table 2. Comparison to the state-of-the-art stereo matching meth-
ods on the RPS dataset. Our recovery is the precisest and fastest
outcome, fitting with the ground truth much better than others.

pairs of outdoor stereo images (see supplementary) and is
divided into training set, validation set, and test set. Then
we fine-tune the proposed method and the SOTA methods
on the training set of RPS for 150 epochs and select the
model with minimal endpoint error on the validation data.
Finally, we evaluate the selected model on the test set using
the AvgErr, bad 2.0, and Runtime metrics.

Fig. 4 shows the qualitative results of different meth-
ods on the RPS dataset. In contrast to other methods, our
method can produce more accurate disparity with sharper
object boundaries and finer overall structures. Our method
has a better performance in the textureless and the highlight
regions with the help of multi-domain information. More
results are shown in the supplementary. As shown in the
first three rows and the last row of Table 2, we can see that
our method also outperforms other methods with the small-
est AvgErr on the RPS dataset. Besides, Table 2 also illus-
trates that our approach is more efficient and takes shorter
runtime than other methods. The experiment results on the
RPS dataset demonstrate that our method can effectively
handle both indoor and outdoor scenarios.

These existing stereo methods are targeted at pure RGB
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Figure 5. Qualitative results of our DPS-Net and traditional polarimetric method [51]. The RPS dataset examples are exhibited on the left,
and the IPS dataset examples are displayed on the right. Each image has a respective color bar depending on the depth range of the depth
image. Our results fit with the ground truth well. The predictions of [51] have consistent variation but different ranges with ground truth.

stereo applications. To further compare the performance
of utilizing the multi-domain information, we modify these
methods and feed the same RGB and polarization images
as our method. Specifically, we add the polarization cor-
relation pyramid based on the RAFT-Stereo[23] pipeline
and inject both the RGB and polarization features into the
GRU. We also replace the pure RGB input in the LEA-
Stereo[6] and the Lac-Gwc[24] with the multi-domain in-
put. As shown in Table 2, though the performance of these
methods has been improved with the help of the extra po-
larization information, our method still outperforms other
methods in accuracy and efficiency, which demonstrate the
effectiveness of our cascaded dual-GRU architecture. To be
noted, our ablation (“(RGB+POL)” in Table 3) is similar
to the RAFT-Stereo-RGBP. The difference is that we use
RAFT as the backbone, and it is light-weighted and more
efficient than RAFT-Stereo, which has multi-level GRUs.

5.3. Comparison with Other Polarimetric Methods

Our method focuses on the scene-level depth estima-
tion application, while the method in [51] is an object-level
method. To fit the smooth object assumption in [51], we se-
lect the suitable object in both the IPS and the RPS dataset
and mask the object manually. As mentioned in [51], we
produce the initial coarse depth map by the classical SGM
[16] and calculate the light source using the method in [34].
Qualitative results are shown in Fig. 5. There are consis-
tent trends of disparity variation between different methods.
Our DPS-Net has achieved closer results to the ground truth.
However, the depth scale of the result of [51] has a large de-
viation though we try our best to meet the requirements in
[51]. The deviation may mainly be caused by the differ-
ent application conditions, including the uncontrolled light
source, the material with an unknown refractive index, and
complicated reflectance contrary to Lambert’s assumption.

We also conduct comparison experiments with recent po-
larimetric normal estimation methods including SPW [22]
and DeepSfP [3] to demonstrate the additional normal esti-
mation performance of our methods. DeepSFP applies deep
learning techniques to recover the shape from polarimetric

images of a single view. SPW performs the scene-level nor-
mal estimation through the network. We adopt the same
pre-training and finetuning process for DeepSfP and SPW
as our method. As shown in Fig. 6, our method can generate
more clear and more accurate surface normal results, which
further validates the effectiveness of our method. Though
we do not introduce normal supervision in our network, it
still achieves better performance for normal estimation. The
performance of SPW [22] and DeepSfP [3] decreases on
our real dataset that contains complicated geometry struc-
tures and diverse materials. Please refer to the supplemen-
tary material for more normal estimation results.

5.4. Ablation Study

To better characterize our method, we perform the abla-
tion study on the RPS dataset and measure the depth esti-
mation quality by AvgErr and bad 2.0.
Will the polarization similarity help the stereo-
matching? We set up three variants of the update block
to study the implication of multi-domain correlation fea-
tures. As shown in Table 3, the three update blocks share
a similar backbone, only distinguished by the different cor-
relation features input. Concretely, the (RGB+POL) vari-
ant is fed with the multi-domain correlation features, while
the RGB-only variant and the POL-only variant are injected
into single-domain correlation features of RGB or polariza-
tion. It can be seen that the RGB-Only variant has a bet-
ter performance than the POL-Only variant, which implies
that the RGB image contains more reliable similarity infor-
mation in contrast to the noisy polarization images under
uncontrolled illumination. The results also show a notable
improvement of the (RGB+POL) variant, outperforming the
RGB-only and POL-only variants by a clear margin, which
validates the effectiveness of multi-domain similarities.
Will properly introducing the iso-depth cost facilitate
stereo depth estimation? The proposed cascaded dual-
GRU architecture in Sec. 4.3 archives a higher accuracy
than the variants in the first three rows of Table 3, which
reveals that the iso-depth constraints can further benefit the
depth estimation and improve the robustness to the differ-

3576



Figure 6. Qualitative normal estimation results of our method, SPW[22] and DeepSfP[3] on the RPS dataset. Our DPS-Net generates better
surface normal not only in the inner area but also at the boundary of the object.

Method AvgErr bad 2.0
RGB-Only 0.6845 4.3582
POL-Only 1.1278 10.537
(RGB+POL) 0.6338 3.6850
(RGB+POL+Cost) 0.6649 4.0896
(RGB+POL) ⊕(Cost) 1.3745 15.813
(RGB+POL+vRGB+vPOL) 0.6285 3.6029
Cascaded Dual-Convs 0.6384 3.7660
Cascaded Dual-GRU 0.6187 3.3541

Table 3. Comparison to the DPS-Net baseline with Ablation Stud-
ies. It clearly reveals that the cascaded dual-GRU architecture of
DPS-Net is most effective than other variants. The bracket is used
for indicating a complete GRU. The symbol ’⊕’ indicates the cas-
caded GRUs. The symbol ’+’ denotes multiple inputs that are
injected into the same GRU.

ent environments. To further analyze the effectiveness of
the cascaded dual-GRU architecture, we build three other
modifications of the update block with different cost us-
age modes. In the (RGB+POL+Cost) variant, the cost is
injected into a single GRU along with the actual correlation
features. Compared with (RGB+POL) variant, the metrics
of the (RGB+POL+Cost) variant deteriorate slightly, pos-
sibly caused by the noisy polarization and the deviation of
the iso-depth cost. In the (RGB+POL)⊕(Cost) variant, a
similar dual-GRU scheme as cascaded dual-GRU architec-
ture is adopted, where the virtual correlation features are
replaced by the iso-depth cost. The accuracy is severely de-
creased due to the amplification of the noise in the indepen-
dent GRU. In the (RGB+POL+vRGB+vPOL) update block,
both the actual and the virtual correlation features are in-
put into a single GRU. The performance improved slightly,
which illustrates that the iso-depth cost can be exploited bet-
ter through the correlation feature. In contrast, the approach

adopting the cascaded dual-GRU architecture significantly
outperforms all of the other variants, which indicates that
the presented architecture is effective.

Will the adopted GRU operator be useful for stereo
matching? To further analyze the effectiveness of the GRU
operator, we conduct an ablation study by replacing each
GRU with three convolution layers and designing the cas-
caded dual-convs variant. The cascaded dual-convs variant
still adopts the same cascaded architecture and the same re-
currently updating procedure as the origin cascaded dual-
GRU architecture. As shown in Table 3, the cascaded dual-
GRU architecture achieves better performance than the vari-
ant without GRU, which further demonstrates the effective-
ness of the GRU operator and our proposed network.

6. Conclusions

In this research, we propose an end-to-end network for
polarimetric stereo depth estimation. The multi-domain vi-
sual similarity is extracted by two correlation volume pyra-
mids in our network. We integrate the iso-depth constraint
to the network carefully to incorporate the geometric prior
encoded in polarization and deal with the inherent ambigu-
ities. To fuse the visual similarity and the iso-depth cost
and balance the hybrid input of GRU simultaneously, we
present a novel cascaded dual-GRU architecture. In exper-
iments, both synthetic and real datasets are presented and
applied for the evaluation of different methods. We show
that our approach achieves competitive performance com-
pared to other state-of-the-art methods.
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