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Abstract

Transductive Few-Shot Learning (TFSL) has recently at-
tracted increasing attention since it typically outperforms
its inductive peer by leveraging statistics of query samples.
However, previous TFSL methods usually encode uniform
prior that all the classes within query samples are equally
likely, which is biased in imbalanced TFSL and causes se-
vere performance degradation. Given this pivotal issue, in
this work, we propose a novel Conditional Transport (CT)
based imbalanced TFSL model called Prototypes-oriented
Unbiased Transfer Model (PUTM) to fully exploit unbiased
statistics of imbalanced query samples, which employs for-
ward and backward navigators as transport matrices to bal-
ance the prior of query samples per class between uniform
and adaptive data-driven distributions. For efficiently trans-
ferring statistics learned by CT, we further derive a closed
form solution to refine prototypes based on MAP given the
learned navigators. The above two steps of discovering and
transferring unbiased statistics follow an iterative manner,
formulating our EM-based solver. Experimental results on
four standard benchmarks including miniImageNet, tiered-
ImageNet, CUB, and CIFAR-FS demonstrate superiority of
our model in class-imbalanced generalization 1.

1. Introduction
Deep learning based methods have gained a great success

in many real-world applications, such as image classification
[10, 25, 36], natural language processing [3, 32, 38], and so
on, thanks to its powerful nonlinear representation ability
[18, 24]. However, their outstanding performances heavily
rely on large-scale annotated training data [6, 16]. When
it comes to high cost of collecting and annotating a large
amount of data, a major research effort is being dedicated to
low data regimes, in which overfitting occurs in optimizing
deep learning architectures. Few-shot Learning (FSL) tack-
les these challenges and has triggered substantial interests

1Our code is available at https://github.com/RashLog/PUTM

Figure 1: 5-way 1-shot image classification results with mini-
ImageNet [22] dataset on 3000 tasks. Our model achieves
the best accuracy in a wide range of imbalanced coefficients
compared with PT-MAP [11] and α-TIM [29].

within the community [8, 20], it aims to train a model from
the base classes so as to generalize on the tasks sampled
from the novel classes that were never seen during training.
There are two major lines of works from the perspective of
inference paradigms, namely inductive methods [26, 4] and
their transductive counterparts [7, 23]. Both of them adopt
well trained models for evaluating new tasks sampled from
the novel classes. The former ones only utilize support sam-
ples in a supervised way while the later ones leverage both
support and query samples in a semi-supervised manner.

Transductive inference is widely used in FSL since it can
sufficiently discover statistics of query samples compared
with its inductive peer. As a representative example, Hu et
al. [11] propose PT-MAP for first employing Wide ResNet
(WRN) [36] trained with S2M2 [19] on base classes to ex-
tract features of new tasks, and then adjusting prototypes
from novel classes by aggregating similar query samples
per class with the help of transport matrix derived from
the Sinkhorn algorithm [5]. Setting marginal distributions
of prototypes as uniform encodes strong prior that all the
classes within query samples are equally likely, although, it
works pretty well in perfectly class-balanced query samples .
However, it is proven to be detrimental in class-imbalanced
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applications where query samples come with arbitrary and
unknown label marginals [21], and classification accuracy
drops dramatically, as shown in Fig. 1. To narrow this
gap, Veilleux et al. [29] propose α-TIM for handling class-
distribution variations effectively. Unfortunately, we have
observed the phenomena as shown in Fig. 1 that α-TIM
can not achieve consistent improvement in various class-
imbalanced levels, thus restricting its real-world applications.
Most recently, other more complicated methods are also be
arisen [14, 12]. Hu et al. [12] propose a clustering method
for capturing the class-wise distributions properly.

To this end, for class-imbalanced TFSL, we develop a
novel and simple Prototypes-oriented Unbiased Transfer
Model (PUTM). It firstly constructs transferable class-wise
prototypes iteratively for capturing the unbiased statistics
within class-imbalanced query samples. Then it performs
few-shot classification via the similarities between proto-
types and query samples when the transfer arrives at con-
vergence. The key to obtain unbiased transferable statis-
tics is estimating class-wise marginal distributions precisely
[14]. To achieve this, instead of utilizing doubly stochastic
transport matrix constrained with fixed uniform-distributed
marginal prior between prototypes and query samples as
PT-MAP does, we employ task-adaptive forward and back-
ward transport matrices with learnable marginal priors con-
strained by minimizing Conditional Transport (CT) distance
[39] between prototypes and query samples. CT is a tool for
measuring the cost in transporting the mass in one distribu-
tion to match another in an exchangeable but asymmetrical
manner given a specific point-to-point cost function and
an optimizable forward and backward transport matrices,
also called navigators in the CT scope. To better calibrate
prototypes with the help of learned transport matrices and
query samples, we further derive a closed-form solution to
refine prototypes based on MAP in an iterative manner. De-
cisions are finally made using the combination of forward
and backward transport matrices when the iteration con-
verges. Experiments on four benchmarks demonstrate that
our proposed PUTM can learn task-adaptive prior in various
class-imbalanced coefficients, paving a new way to transfer
the unbiased statistics of query samples to prototypes.

Our contributions can be summarized as follows:

• We find that the performance of class-imbalanced FSL
heavily relies on the accurate estimation of class-wise
marginal distribution. Meanwhile, we are the first one
to find that there exists a nature connection between CT
theory and such marginal distribution estimation.

• We propose a novel and simple PUTM for class-
imbalanced FSL based on connections mentioned
above. It firstly embeds CT distance to measure the
differences between prototypes and query samples for
achieving better task-adaptive unbiased statistic migra-

tion elegantly. Then it calibrates prototypes using the
transferred statistics in an iterative manner.

• We provide extensive experiments and comparisons on
four standard benchmarks for verifying that our model
achieves competitive results on both class-balanced and
class-imbalanced (in a wide range of imbalanced coef-
ficients) FSL settings.

2. Task Formulation
We divide the whole annotated dataset into two disjoint

subsets: a base set Dbase with B classes and a novel set
Dnovel with N classes. To build a common N-way K-shot
task [30, 26], we first randomly sample N classes from N
novel classes, and then pick K samples per class for the
support set S = {xs

i,j ,y
s
i,j}

N,K
i=1,j=1 to train or fine-tune the

model. Finally, K ′
i query samples being non-overlapped

with support samples per class are randomly picked from
the N support classes for evaluating the performance of the
model, formulating query set as Q = {xq

i,j ,y
q
i,j}

N,K′
i

i=1,j=1.
For simplicity, we set M =

∑N
i=1 K

′
i.

Class-imbalanced TFSL: Veilleux et al. [29] figure out
that the number of query samples per class should be arbi-
trary and unknown instead of being strictly equal. That is
K ′ is a function of class and changes with class indexes. To
describe such behavior, they develop a class marginal with
Dirichlet distribution for generating query samples. Specifi-
cally, the class-wise marginal distribution of query samples
per task p are determined by:

fDir(p;a) =
1

B(α)

N∏
i=1

pαi−1
i (1)

where p = (p1, ..., pN ) stands for class-wise distribution,
α = (α1, ..., αN ) denotes Dirichlet-distributed parameter
controlling imbalanced ratio of query samples, B(a) =∏N

i=1 Γ(ai)

Γ(
∑N

i=1 ai)
represents multivariate Beta function, and Γ(·) is

Gamma function. Smaller a means higher imbalanced level,
and vice versa. Taking α = 2 as an example, total number of
query samples is 75, then the number of query samples per
class could be distributed as K ′ = [10, 5, 2, 35, 18], which
is more realistic compared with the class-balanced situation
whose K ′

i = 15, i = 1, ..., N . Besides, it also poses some
difficulties such as overfitting to the classes whose query
samples are extremely few.

3. Our Model
3.1. Overall Method

In this work, we propose a novel model called PUTM
for class-imbalanced transductive few-shot image classifi-
cation. Considering the correlations between support and

16318



S
u

p
p

o
rt

Q
u

e
ry

Prediction

Conditional

Transport

Prototype calibration

Accuracy
Feature

Extractor

Preprocessing

Center 

Re-estimation

Task generator Feature extraction

B
a
la

n
c
e
d

Im
b

a
la

n
c
e
d

Input task with balanced support and imbalanced query sets

Figure 2: Illustration of the our model. Tasks are generated from Dirichlet-distributed generator parameterized by a. We first
adopt a well trained feature extractor [19] and a channel-wise feature adaptation [35] to obtain the input features. Transductive
inference is then conducted on the pre-processed features by: i) optimizing the transport matrices using CT; ii) refining the
class-wise prototypes via MAP statistics aggregation; iii) making predictions after the above two steps iterate until convergence.

query samples, it is reasonable to refine the representations
of class-wise prototypes initialized by support samples with
the statistics of query samples. At this moment, the key is
how to transfer the unbiased statistics from query samples to
prototypes for achieving the best calibration. Moreover, the
class-imbalanced setting is more challenging due to its un-
known and arbitrary prior distribution of query samples. To
address this challenge, we pioneered to depict the important
but unknown prior with well-defined CT theory. Specifically,
the prior could be measured by the transport mass from query
samples to each prototype by summing the combination of
forward and backward transport matrices optimized by CT
loss along every query sample. Given the well-optimized
prior, a prototype refinement algorithm is easy to be derived
according to the MAP criterion. Considering the fact that
the discriminative prototypes and well-optimized prior are
coupled, we further employ an EM-solver to transfer the
unbiased statistics efficiently and precisely. The overview of
the proposed method can be found in Fig. 2.

3.2. CT Theory

CT [39] is a powerful tool developed for measuring dis-
tance between any two probability distributions most re-
cently, the effectiveness of which is mostly verified on deep
generative models [13, 27] and multi-label classification
[15] . In this work, we expand the territory of CT for dis-
crete distributions under class-imbalanced TFSL. Denote
p(x) =

∑n
i=1 aiδxi

and q(y) =
∑m

j=1 bjδyj
as source and

target discrete distributions with n and m points, respectively.
a ∈ ∆n and b ∈ ∆m, where ∆n and ∆m separately denote
the probability simplex of Rn and Rm. The CT distance
between p(x) and q(y) can be expressed as a combination

of forward CT Cϕ(x→ y) and a backward CT Cϕ(x← y):

Cϕ,ρ(p, q) = min
ϕ

∑
x∈p,y∈q

ρCϕ(x→ y)+(1−ρ)Cϕ(x← y) (2)

where ϕ is parameters of CT, ρ is the trade-off factor control-
ling the strengths between the forward and backward CTs.
To better understand how the CT works when minimizing
Eq. 2, we take the forward CT as an example:

Cϕ(x→ y) = Ey1:m∼qEx∼p[

m∑
j=1

c(x, yj)π̂m(yj |x,ϕ)] (3)

where c(·, ·) could be some well defined distance functions,
such as Euclidean or Cosine, π̂m(yj |x,ϕ) is forward trans-
port matrix, also called forward navigator in the scope of
CT, satisfying

∑m
j=1 π̂m(yj |x,ϕ) = 1, it describes the pos-

sibility of transporting x to yj and can be formulated as:

π̂m(yj |x,ϕ) =
e−dϕ(x,yj)∑m
j′ e

−dϕ(x,yj′ )
(4)

where dϕ(·, ·) represents measurement function, such as
MLP implemented by Zheng et al. [39]. The forward CT can
be interpreted as the expected cost to stochastically transport
a random source point x to one of the m randomly instanti-
ated "anchors" of the target distribution. By minimizing Eq.
3, an unbiased statistical estimation of the two distributions
arrives. Proofs can be found in Zheng et al. [39]. Hence, it is
reasonable to transfer statistics of one distribution to another.

3.3. PUTM

Our proposed PUTM aims to exploit discriminative statis-
tics from query samples for reducing the gap between the
estimated prototypes and their ground truth prototypes. How-
ever, the ground truth prototypes are always intractable in
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practice. A reasonable approach to obtain unbiased proto-
types is to aggregate discriminative statistics from both sup-
port and query samples following a semi-supervised manner
[37]. Different from the standard semi-supervised problems,
the query samples are usually limited per class, especially
in class-imbalanced case. Follow up, we present the impor-
tance of unbiased transfer in semi-supervised FSL setting,
the algorithm of realizing unbiased exploitation with CT and
transductive inference with unbiased transfer in turn.

3.3.1 Unbiased Statistics Transfer Matters in TFSL

Given a few-shot task, unbiased prototypes arrives if and
only if the aggregated query samples are noiseless, which
should heavily rely on the unbiased statistics transfer. Lever-
aging similarities between query samples and prototypes is
a common way to realize statistics transfer in transductive
few shot image classification. Given the transport matrix
πn ∈ RM×N at the n-th iteration, it measures the closeness
of prototypes {cni }Ni=1 and query samples {xq

i,j}
K′

i
j=1. For

simplicity, we rewrite all query samples as {xq
r}Mr=1. Thus,

the refined prototypes {cn+1
i }Ni=1 can be expressed as:

cn+1
i =

∑M
r=1 π

n
r,ix

q
r +

∑K
j=1 x

s
i,j∑M

r′=1 π
n
r′,i +K

, i = 1, ..., N (5)

where πn
r,i =

e−dϕ(x
q
r,cni )∑M

r′=1
e
−dϕ(x

q
r′

,cn
i
)
, dϕ(·, ·) denotes the well

defined measurement function, and we denote optimal trans-
port matrix as π∗. To guarantee the unbiased refinement of
prototypes, π∗ need to be precise, which is usually difficult
to be satisfied in practice. Fortunately, partial noisy is tol-
erable. For example, given 15 query samples per class, a
few wrong transferring such as 1 or 2 samples is tolerable in
calibrating prototypes. As for class-imbalanced case, a tiny
mistake may result in disastrous consequence on prototypes
calibration. For the classes having only 1 or 2 query samples,
the tolerances of error transmissions should be extremely low.
Therefore, to improve the robustness of calibrated prototypes
in class-imbalanced TFSL, transferring unbiased statistics
of query samples with π∗ becomes crucial.

There are mainly two lines of works in defining π∗: i)
Liu et al. [17] employ Cosine function [17]; ii) Hu et al. [11]
use Optimal Transport (OT). Cosine function may not pow-
erful enough to fully reflect the relationships between proto-
types and query samples since it ignores various importance
between each two points. OT describes a doubly stochas-
tic transport matrix such that Π(p, q) = {π∗|

∑M
r=1 π

∗
r,i =

ai,
∑N

i=1 π
∗
r,i = br}. Unfortunately, we usually do not have

any priors on distributions of p and q, thus, we usually have
ai = 1

N , i = 1, ..., N and br = 1
M , r = 1, ...,M , which

should be contradictory to class-imbalanced setting. For ex-
ample, once we employ Dirichlet distribution with α = 2N

to mimic the generation of query samples, ai = 1
N will never

fit the data. According to the analysis of CT, it replaces the
uniform constraint on prior distribution of classes derived
from query samples with a data-driven manner, thus ensuring
to transfer the unbiased statistics more flexible and efficient.

3.3.2 Unbiased Statistics Exploitation with CT

As we can see, CT has an appealing property of exploiting
unbiased statistics thanks to its task-adaptive prior rather
than uniform-distributed one as OT. Here after, we present
details of achieving such unbiased exploitation with CT.

As shown in Fig. 2, given a class-imbalanced few-shot
task in Sec. 2, we first employ a well-trained feature ex-
tractor fθ∗(·) to get features of support and query samples
as fs

i,j = fθ∗(xs
i,j) and fq

r = fθ∗(xq
r), where θ∗ is the set

of optimized parameters, being fixed after training on the
base classes following Mangla et al. [19]. Then, we conduct
channel attention with preprocessing developed by Yang et
al. [35]. Finally, unbiased statistics exploitation is realized
by optimizing transport matrices constrained by CT theory.

Specifically, the initial prototypes are averaged on the
features of support set as c0i = 1

K

∑K
j=1 f

s
i,j , i = 1, ..., N ,

where the superscript of {c0i }Ni=1 describes the generation
of prototypes is zero. They will be updated subsequently,
detailed in Sec. 3.3.3. At this moment, we treat {c0i }Ni=1 and
{fq

r }Mr=1 as samples from the two discrete distributions, and
utilizing CT to learn the transport matrices for exploiting
unbiased statistics. According to the analysis of Eq. 2,
an unbiased sample estimate of CT given query features
{fq

r }Mr=1 and prototypes {c0i }Ni=1 can be expressed as:

Lϕ,θ∗,ρ(f
q
1:M , c01:N ) =

N∑
i=1

M∑
r=1

c(c0i , f
q
r )·

(
ρ

M
π̂N (c0i |fq

r ,ϕ) +
1− ρ

N
π̂M (fq

r |c0i ,ϕ))

(6)

where π̂N and π̂M separately denote the forward and back-
ward transport matrices. Again substituting query features
{fq

r }Mr=1 and prototypes {c0i }Ni=1 into Eq. 4, we have:

π̂N (c0i |fq
r ,ϕ) =

e−dϕ(fq
r ,c

0
i )∑N

i′=1 e
−dϕ(fq

r ,c
0
i′ )

(7)

π̂M (fq
r |c0i ,ϕ) =

e−dϕ(fq
r ,c

0
i )∑M

r′=1 e
−dϕ(fq

r′ ,c
0
i )

(8)

The forward transport matrix represents the probability
of query samples belonging to the corresponding support
classes. The two transport matrices with the optimal param-
eter ϕ∗ can be obtained by minimizing the approximated
CT estimation of Eq. 6. Once π̂∗

N and π̂∗
M with the optimal

ϕ∗ are obtained, the transport matrix described in Sec. 3.3.1
for unbiased statistics exploitation can be naturally realized.
To better understand this, we depict the mechanisms of the
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Algorithm 1 Work flow of PUTM for one task.

Input: Support samples {xs
i,j}N,K

i,j=1 and class-imbalanced query
samples {xq

r}Mr=1 generated from Dirichlet distribution with
parameter α, a well-trained feature extractor fθ∗(·);
Parameters: Distance measurement function dϕ(·, ·);
Initialization Hyper-parameters α, ρ, λ, and learning schedule
for updating ϕ; Initialize prototypes c0i = 1

K

∑K
j=1 f

s
i,j , i =

1, ..., N ;
for n=1: nsteps do

Initialize parameters ϕ;
ϕ∗ ← argminϕLϕ,θ∗,ρ(f

q
1:M , cn1:N );

Refining prototypes cn+1
1:N using Eq. 11 based on cn1:N ;

end for
Evaluating performance using Eq. 12;
Output Parameters {ϕ∗, c

nstep

1:N }.

transport matrices developed above from three perspectives:
1) the distance function in transport matrices is implemented
with DNNs, hence, they are able to learn a comprehensive
distance metric beyond a simple Cosine function; 2) the CT
distance is proven to be unbiased given samples of two distri-
butions p and q in [39]; 3) The forward transport matrix holds
free for sum along query samples given a specific prototype,
namely,

∑M
r=1 π̂N (c0i |fq

r ,ϕ
∗) = C, and C is not restricted

to be equal for each class, thus embedding task-adaptive prior
instead of uniform distribution as PT-MAP [11] does. On
the other hand, the backward transport matrix holds tight for
sum along query samples given a specific prototype, that is,∑M

r=1 π̂M (fq
r |c0i ,ϕ∗) = 1, hence, uniform-distributed prior

holds, and it is proven to be underfitting in class-imbalanced
case [29]. In practice, we employ a trade-off to balance the
strengths of the two transport matrices by summing them
together with a soft coefficient ρ. For simplicity, we only
use the forward transport matrix in the rest of the work.

3.3.3 Unbiased Statistics Transfer with EM-Solver

Once the forward transport matrix π̂∗
N is obtained by min-

imizing Eq. 6, it is straightforward to derive the refined
prototypes by substituting π̂∗

N into Eq. 5:

c′i =

∑M
r=1 π̂

∗
N,r,if

q
r +

∑K
j=1 f

s
i,j

K +
∑M

r=1 π̂
∗
N,r,i

, i = 1, ..., N (9)

It is worth noting that once the optimal parameters ϕ∗ are
arrived, the only parameters left for optimizing are proto-
types. Recalling our objective in Eq. 6, it is easy to find that
the optimal prototypes at this moment could also be derived
by ∂Lϕ∗,θ∗,ρ

∂c0
1:N

, thereby Eq. 9 could be derived. Instead of
directly calibrating class-wise prototypes, We employ an
inertia parameter α to update prototypes proportionally:

c1i = c0i + α(c′i − c0i ), i = 1, ..., N (10)

Right now, recursive expression emerges for updating proto-
types according to Eq. 10:

cn+1
i = cni + α(c′i − cni ), i = 1, ..., N (11)

As we can see: i) updating the forward transport matrix
π̂∗
N and prototypes cn1:N are coupled; ii) π̂∗

N is a random
variable determined by ϕ while cn1:N is an unknown but
deterministic variable. These two facts meet conditions of
implementing EM optimization, and we formulate our EM-
Solver as follows: i) E Step, updating π̂∗

N by minimizing
Eq. 6 while keeping cn1:N fixed; ii) M Step, updating cn1:N
by minimizing Eq. 6 while keeping π̂∗

N fixed. Besides,
it is worth noting that at each iteration, ϕ∗ need to be re-
initialized. The pseudo code is provided in Alg. 1.

After nstep loops between estimating π̂∗
N and refining

cn1:N , the decision per sample is finally made by:

yqr = max
i∈[1:N ]

π̂N (c
nstep

i |fq
r ,ϕ

∗), r = 1, ...,M (12)

Statistic results of average accuracy are usually conducted
using query samples on various of different tasks.

3.4. Complexity Analysis

ϕ is implemented with MLP in our work. Taking a
two-layers MLP for example, namely, df → dϕ1 → dϕ2 .
For T tasks, computational complexity originally takes
O(T ×max{NM × df × dϕ1 , NM × dϕ1 × dϕ2 }). In prac-
tice, T is usually set to be large enough for reliable re-
sults, thus resulting in time-consuming evaluation of our
model. To mitigate the real-time issue, we trade space
for time by paralleling our proposed PUTM among all
tasks. Therefore, the computational complexity is reduced to
O(max{NM×df×dϕ1 , NM×dϕ1 ×d

ϕ
2 }). Besides, we can

further control the size of MLP, that is {dϕi }2i=1, to achieve
a trade-off between accuracy and real-time efficiency.

4. Experiments
4.1. Experimental Setup

Baselines: We mainly compare our model with some
recently proposed State-Of-The-Art (SOTA) methods on one
Nvidia RTX 3090 GPU . For inductive methods, we adopt
Baseline/Baseline(++) [4], ProtoNet [26], Simpleshot [33],
and HOT [9] in inductive . For transductive methods, we
adopt PT-MAP [11], LaplacianShot [40], TIM[2], BD-CSPN
[17], α-TIM [29], iLPC [14], and BAVAR [12].

Datasets: We evaluate our model on four benchmarks
including miniImageNet [22], tieredImageNet [23], CUB
[31], and CIFAR-FS [1]. MiniImageNet is randomly chosen
from ILSVRC-12 dataset [6] and it contains 100 classes with
600 images per class, the resolution of which is 84× 84×
3. Following previous works [22, 29, 11, 35], the dataset
is splitted into 64 base classes, 16 validation classes, and
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Table 1: Classification accuracy (%) of SOTA methods on class-imbalanced and class-balanced settings with different datasets
and backbones. For imbalanced case, query samples are generated following a Dirichlet distribution with α = 2N . Results are
averaged over 3000 tasks with 95% confidence intervals. Results with superscript † are our re-implementations based on the
code provided by Veilleux et al. [29]. The best and the second best scores are marked in bold and blue, respectively.

Setting Method mini-ImageNet (WRN/WRN§) CUB (RN18/WRN§) tiered-ImageNet (WRN/WRN§) CIFAR-FS (WRN§)

1-shot 3-shot 5-shot 1-shot 3-shot 5-shot 1-shot 3-shot 5-shot 1-shot 3-shot 5-shot

Induct. (%)

Im
ba

la
nc

ed
&

B
al

an
ce

d Baseline (ICLR’19) 62.2/62.8† 76.9†/77.3† 81.9/82.9† 64.6/70.7† 82.3†/87.3† 86.9/90.0† 64.6/63.6† 80.0†/83.0† 84.9/87.2† 69.5† 83.9† 86.7†

Baseline++ (ICLR’19) 64.5/64.8† 77.5†/78.4† 82.1/82.7† 69.4/81.7† 83.3†/89.4† 87.1/91.2† 68.7/66.9† 80.9†/78.7† 85.4/82.2† 74.9† 85.0† 87.4†

ProtoNet (NeurIPS’17) 61.2/62.5† 76.9†/77.2† 81.1/81.4† 63.1†/69.6† 82.3†/85.6† 85.4†/88.8† 63.5†/64.2† 79.9†/80.1† 84.1†/84.0† 69.5† 83.8† 86.7†

Simpleshot (ARXIV) 66.2/67.1† 77.6†/78.2† 82.4/83.3† 70.6/81.7† 83.6†/89.5† 87.5/91.4† 70.7/71.4† 81.3†/84.2† 85.9/87.5† 75.2† 84.7† 87.4†

HOT (NeurIPS’22) 66.3†/69.1 78.5†/79.8† 82.8†/84.4 74.5†/81.2 85.4†/88.2† 87.8†/91.5 74.1†/75.9 82.6†/83.9† 85.4†/87.3 75.4 85.3† 87.5

Transduct. (%)

Im
ba

la
nc

ed

PT-MAP (ARXIV) 60.6/63.2† 65.9†/68.0† 66.8/69.3† 65.1/69.8† 71.2†/73.2† 71.3/74.3† 65.1/67.8† 69.1†/72.0† 71.0/73.2† 65.9† 69.3† 70.3†

LaplacianShot (ICML’20) 68.1/69.8† 78.8†/79.2† 83.2/83.6† 73.7/84.2† 85.7†/90.4† 87.7/91.4† 73.5/72.6† 82.6†/85.0† 86.8/87.7† 78.3† 86.1† 87.3†

TIM (NeuralIPS’20) 69.8/70.9† 79.7†/80.7† 81.6/83.2† 74.8/82.8† 84.8†/89.1† 86.9/90.5† 75.8/77.8† 82.5†/86.3† 85.4/88.3† 77.0† 84.6† 86.2†

BD-CSPN (ECCV’20) 70.4/71.2† 77.1†/78.6† 82.3/83.4† 74.5/85.1† 85.7†/90.5† 87.1/91.5† 75.4/76.3† 82.5†/85.0† 85.9/87.2† 79.1† 86.0† 87.3†

α-TIM (NeuralIPS’2021) 69.8/70.9† 80.4†/81.1† 84.8/84.9† 75.7/83.6† 87.3†/91.2† 89.8/92.8† 76.0/77.7† 83.6†/86.6† 87.8/89.9† 78.1† 87.2† 88.9†

iLPC (ICCV’21) 71.5†/74.3† 78.6†/81.1† 81.0†/83.3† 78.7†/86.4† 85.6†/90.1† 86.9†/90.8† 76.6†/81.6† 83.2†/87.5† 85.1†/89.0† 80.8† 85.4† 86.5†

BAVAR (AISTATS’23) 74.1/74.2† 82.6†/82.6† 85.5/85.6† 82.0/85.7† 89.2†/89.8† 90.7/90.8† 77.5/80.6† 84.8†/87.2† 87.5/89.3† 81.8† 87.0† 87.9†

PUTM (Ours) 70.9/73.8 80.5/82.9 84.6/85.7 78.9/86.9 87.8/91.3 89.3/92.2 75.0/81.1 83.6/88.4 86.0/90.4 81.4 87.3 88.6

B
al

an
ce

d

PT-MAP (ARXIV) 78.9/82.5† 86.3†/87.5† 86.6/88.6† 85.5/92.0† 90.5†/94.0† 91.3/94.3† 84.6/88.1† 88.2†/91.8† 90.0/92.5† 87.6† 90.5† 90.9†

LaplacianShot (ICML’20) 72.9/73.4† 79.0†/80.5† 83.8/84.2† 78.9/87.5† 86.7†/90.4† 88.8/92.3† 78.8/78.7† 84.6†/85.6† 87.3/87.0† 82.1† 86.3† 86.8†

TIM (NeuralIPS’20) 74.6/77.6† 85.5†/86.0† 85.9/88.0† 80.3/88.1† 89.8†/93.0† 90.5/94.0† 80.3/83.8† 87.7†/90.6† 88.9/92.1† 83.0† 89.5† 90.5†

BD-CSPN (ECCV’20) 72.5/73.8† 79.2†/80.7† 83.7/85.3† 77.9/87.3† 86.9†/91.4† 88.9/92.4† 77.7/78.7† 84.5†/86.4† 87.4/88.3† 81.6† 87.4† 88.6†

α-TIM (NeuralIPS’2021) 71.0/71.5† 76.8†/77.7† 82.4/83.3† 77.2†/84.9† 85.1†/90.2† 87.6†/92.1† 75.1†/78.9† 80.6†/84.4† 85.3†/88.2† 79.7† 85.7† 87.9†

iLPC (ICCV’21) 75.5†/77.8† 82.0†/83.9† 83.9†/85.7† 82.4†/89.6† 87.9†/92.3† 88.9†/93.0† 81.0†/85.5† 86.4†/89.8† 87.5†/90.9† 84.8† 88.6† 89.2†

BAVAR (AISTATS’23) 78.5/78.5† 84.8†/84.9† 87.4/87.7† 85.6/89.0† 90.8†/91.7† 91.4/92.1† 81.5/84.7† 87.4†/89.3† 88.3/90.3† 85.0† 88.4† 88.9†

PUTM(Ours) 78.4/81.4 84.9/86.7 86.5/88.1 84.9/91.2 89.2/93.3 90.1/93.7 81.6/86.8 86.9/90.7 88.6/92.2 86.4 89.5 90.4

( a ) ( b ) ( c )

Figure 3: (a)-(b): The t-SNE [28] visualizations before (middle) and after (left) calibration on a 5-way 1-shot miniImageNet
task. Pentagrams are prototypes while solid dots are query features. Classes change and best view in colors. (c): Impact of
forward and backward transport matrices in calibrating prototypes on miniImageNet over 3000 5-way 1-shot tasks.

20 novel classes. TieredImageNet [23] is also a subset of
ILSVRC-12 dataset, which is larger than miniImageNet. It
contains 608 classes sampled from a hierarchical category
structure with around 1281 images per class. Following
the previous work [23], we split the dataset into 351 base
classes, 97 validation classes, and 160 novel classes. The
resolution is also 84× 84× 3. CUB is a fine-grained dataset,
containing 200 classes of birds with around 60 images per
class. And the resolution is still 84 × 84 × 3. We adopt
100 base classes, 50 validation classes, and 50 novel classes
following [4]. CIFAR-FS consists of all 100 classes from
CIFAR-100 [34], whose classes are randomly split into 64
base classes, 16 classes, and 20 novel classes. Each class
contains 600 images of size 32× 32× 3.

Implementation details: We use pre-trained backbones
for extracting visual features of four benchmarks, as shown
in Table. 1. WRN and RN18 are separately WideResNet-28-

10 and ResNet-18 pre-trained with standard classification
loss [29]. WRN§ is WideResNet-28-10 pre-trained with self-
supervised loss [19]. Besides, we employ log transform, a
channel-wise feature adaptation, introduced in Yang et al.
[35] to pre-process the pre-extracted features. The distance
function ϕ is instantiated as a two-layers MLP activated with
LeakyReLU whose architecture is [df , 128, 64, 1]. As for
hyper-parameters, we mainly set β = 0.5, α = 0.1, ρ = 0.2.
The reported results are averaged over 3000 tasks.

4.2. Main Results

Quantitative results: The classification results on mini-
ImageNet, tieredImageNet, CUB, and CIFAR-FS are re-
ported in Table 1, according to which five-fold observations
can be drawn: 1) inductive methods are not bothered by class-
imbalanced problem since they do not leverage transferable
statistics of query samples; 2) most transductive methods
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Figure 4: Case studies for 5-way 5-shots tasks on CUB [31]
(left) and miniImageNet (right). Comparisons between un-
normalized prior distribution (true number of query samples
counting for each class) and unnormalized posterior distri-
bution (estimated number of query samples counting by the
well optimized forward transport matrix for each class).

still outperform the inductive peers in class-imbalanced set-
ting, which implies that there exists a trade-off between extra
statistics conveyed by class-imbalanced query samples and
algorithm bias; 3) results of features extracted by WRN§
usually outperforms those by WRN or RN18, it indicates
that self-supervised learning is helpful in obtaining general-
ized representations in class-imbalanced and class-balanced
FSL applications; 4) most existed transductive inference
methods suffer from performance cliff since their mismatch
between data distribution and prior distribution. For ex-
ample, TIM implicitly introduces uniform prior on query
samples by using entropy regularization since minimizing
entropy-based regularization is equivalent to minimizing the
KL divergence between the predicted marginal distribution
and uniform distribution. Hence, data distribution and model
bias are unsuitable, leading to poor accuracy. Fortunately,
such kind of mismatch can be eased by re-weighting in [29].
On the contrary, PT-MAP holds a strong but unmodified
uniformly distributed prior on its transport matrix. There-
fore, results of TIM are robuster than those of PT-MAP;
5) our proposed method outperforms most of the transduc-
tive methods and achieves competitive results with some
most recently proposed methods, such as α-TIM, iLPC and
BAVAR . It indicates that prototype refinement benefits from
the well optimized transport matrices when shot number is
low. Moreover, compared with iLPC and BAVAR, on the
one hand, our model is easy to implement. On the other
hand, BAVAR heavily relies on prior of imbalanced ratio α
in class-imbalanced case while iLPC depends on uniform
prior in class-balanced case [12], importantly however, our
model is free of these priors, making it suitable for real-world
applications when we have no idea on class distributions.

Qualitatively analysis: To qualitatively illustrate the
evolution of prototypes of our model, we map prototypes
and query features of one task into a 2-D subspace with t-
distributed Stochastic Neighbor Embedding (t-SNE) [28], it
is a non-linear dimensional reduction technique well-suited
for embedding high-dimensional data into a low-dimensional

Figure 5: 5-way 5-shot classification accuracy on miniIma-
geNet and CUB of transductive methods versus imbalance
level, lower α corresponds to severer class imbalance.

Table 2: End-to-end real-time efficiencies (s) of 5-way 1-
shot on CUB with two backbones averaged on 100 tasks.

Backbone α - TIM iLPC BAVAR Ours
(NeurIPS’21) (ICCV’21) (AISTATS’23)

RN18 5.6 4.6 3.4 2.9
WRN 6.2 4.7 3.6 3.7

space. As we can see from Fig. 3, due to class-imbalanced
issue, although prototypes can not match their corresponding
class centers well at beginning, they become consistent with
the ground truth centers after refinement using our proposed
method, verifying the effectiveness of our PUTM in dealing
with unknown and arbitrary prior situation.

4.3. Model Analysis

Forward transport V.S. backward transport: As dis-
cussed in Sec. 3.3.2, the forward and backward transport
matrices put different priors of {ai}Ni=1 . Namely, we do
not restrict uniform distribution in the forward transport and
enable it to be adaptive to data-driven class distribution. On
the contrary, prior in the backward transport is always as-
sumed to be 1

N . Therefore, we employ the forward transport
for predictions to meet the class-imbalanced essence, the
efficiency is illustrated in Fig. 4, it depicts that the predicted
distribution is consistent with the true distribution. More-
over, we conduct an extra experiment to verify the opposite
direction of the two transport matrices, results are illustrated
in Fig. 3, where we separately use the forward transport and
the backward transport to calibrate the prototypes over 3000
tasks. According to the results, we find that, from a statistical
point of view, the backward transport does harm the efficient
migration from the class-imbalanced query samples.

Robustness of imbalanced coefficients: An important
point in this work is that our model is robust for various class-
imbalanced coefficients, which is vital and crucial for real-
world applications since we usually do not know whether
the few-shot tasks are balanced or not in advance, thus, we
could not know what kind of methods are suitable for de-
scribing the samples distribution of tasks. Once they are
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Figure 6: Sensitivity analysis of our model to hyper-parameters including log transform β, CT coefficient ρ, and inertia α.
Results are obtained with WRN§ and are reported on both validation and test sets. Best viewed in color.

unmatched, horrible performance degradation would hap-
pen, such as PT-MAP does. We verify the robustness of our
model with a wide range of imbalanced coefficients as shown
in Fig. 5, where α changes from 1 to 6. The performance
of most methods decreases as α decreasing because smaller
α indicates more imbalanced distribution of query samples,
thus making tasks harder. On the contrary, performances of
LaplacianShot and α-TIM drop obviously as α increases.
Our model achieves consistent improvement and reasonable
trend in a wide range of α, we attribute this to the introduc-
tion of adaptive transport matrices, which enables PUTM to
fit the class distributions precisely and flexibly.

Sensitivity of hyper-parameters: To further verify the
robustness of our model, we validate the sensitivity of PUTM
to different hyper-parameters introduced in Sec. 4.1, and
results are reported in Fig. 6. Generally speaking, the ten-
dencies on validation and test sets are same. Besides there
are three-fold observations: i) CT coefficient is less sensitive
than log transform and inertia; ii) log transform controls the
strength of channel-wise attention, which is proven to be
important especially in few-shot case, thus it affects perfor-
mance mostly; iii) inertia reflects the bottleneck of infor-
mation flow from the aggregated prototypes to the refined
prototypes. Bigger or smaller value of inertia is helpless for
robust transfer since refinement of prototypes is associated
with transport matrices. Namely, if the matrices are not well-
optimized, a big inertia may cause algorithm to fall into a
local optimum and vice versa.

Real-time efficiency: To verify the efficiency of PUTM,
we conduct parallel versions of α-TIM, iLPC, and BAVAR
based on their official implementations with the same ma-
chine. Results are reported in Table. 2, as we can see that our

model consumes less time using RN18 and achieves com-
petitive results using WRN. And we attribute this to the fact
that : i) both α-TIM and iLPC employ Sinkhorn algorithm
to solve the Optimal Transport (OT) problem involving thou-
sands of inner loop, and it is a kind of time consuming; ; ii)
our EM-Solver might be more efficient for dealing with the
class-imbalanced TFSL since it imposes potential capability
for modeling such unknown distribution with CT theory.

5. Conclusion and Future Works

We propose a novel model called PUTM with EM-Solver
based on CT theory for both class-imbalanced and class-
balanced TFSL in this work according to an important obser-
vation that CT has a natural connection with unknown and
arbitrary class prior problem. Specifically, PUTM exploits
transferable statistics with CT for refining biased prototypes
solved by EM to capture the unbiased statistics within im-
balanced query samples. Extensive experiments on standard
benchmarks verify the effectiveness of our model in both
class-imbalanced and class-balanced few-shot applications.
In the future, we will explore the applicability of PUTM
on more problem settings and applications, such as multi-
domain few-shot classification and few-shot object detection.
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