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Abstract

Large-scale vision-language models (VLMs) like CLIP
successfully find correspondences between images and text.
Through the standard deterministic mapping process, an
image or a text sample is mapped to a single vector in
the embedding space. This is problematic: as multiple
samples (images or text) can abstract the same concept
in the physical world, deterministic embeddings do not re-
flect the inherent ambiguity in the embedding space. We
propose ProbVLM, a probabilistic adapter that estimates
probability distributions for the embeddings of pre-trained
VLMs via inter/intra-modal alignment in a post-hoc man-
ner without needing large-scale datasets or computing. On
four challenging datasets, i.e., COCO, Flickr, CUB, and
Oxford-flowers, we estimate the multi-modal embedding un-
certainties for two VLMs, i.e., CLIP and BLIP, quantify
the calibration of embedding uncertainties in retrieval tasks
and show that ProbVLM outperforms other methods. Fur-
thermore, we propose active learning and model selection
as two real-world downstream tasks for VLMs and show
that the estimated uncertainty aids both tasks. Lastly, we
present a novel technique for visualizing the embedding dis-
tributions using a large-scale pre-trained latent diffusion
model. Code is available at https://github.com/
ExplainableML/ProbVLM

1. Introduction
Recently, large vision-language models (VLMs) [62, 51,

45, 74, 1, 35] have become exceedingly popular due to
their ability to align images and text. These models such
as CLIP [62] and BLIP [45] are trained on large-scale
datasets such as LAION-400M [70] and YFCC-100M [79]
and have shown strong performance when evaluated in a
zero-shot fashion (i.e without requiring fine-tuning on spe-
cific datasets) for a variety of downstream tasks. One of
the most popular applications of VLMs is cross-modal re-
trieval [86, 88] i.e retrieving images (text) for a queried
text (images). However, image-to-text matching (and vice-
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Figure 1: We provide probabilistic embeddings for deter-
ministic pre-trained vision-language models that are frozen.
By capturing the ambiguity inherently present in the inputs,
we obtain well-calibrated uncertainty estimates.

versa) is fundamentally ill-posed due to the inherent ambi-
guity in either modality [97], i.e. the same caption (or im-
age) can be valid for multiple images (or captions). There-
fore, it becomes essential to model the ambiguity inherently
present in the various modalities, and combinations thereof.

Instead of mapping inputs to embeddings, probabilistic
embedding methods [57, 10] learn to map input samples to
distributions. This is achieved by parameterizing the distri-
butions of the embeddings and training a deep neural net-
work to maximize its likelihood. Although they model am-
biguities in the embedding space, such probabilistic models
require training deep networks from scratch. This requires
access to the large-scale datasets and the computational re-
sources of the recent VLMs [62, 35, 51, 74, 45].

We propose ProbVLM, a post-hoc probabilistic adapter,
the first method to convert the deterministic embeddings
provided by a frozen large-scale vision-language models
into probabilistic ones, as shown in Figure 1. This enables
us to efficiently retain the benefits of large-scale pre-training
while learning distributions that model the inherent ambigu-
ities in the different modalities. Our ProbVLM models the
embedding distribution as a heteroscedastic probability dis-
tribution and is trained using a combination of intra-modal
and cross-modal alignment objectives and provides well-
calibrated uncertainty estimates, useful for several tasks.

We demonstrate on two large vision-language datasets,
i.e., COCO [46] and Flickr [60], and on two fine-grained
image datasets, i.e., CUB [85] and Oxford-Flowers [55]
with sentences from [66], that ProbVLM learns calibrated
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uncertainties without requiring large-scale models to be
trained from scratch. This sharply contrasts previous works
on probabilistic embeddings [57, 10] that train new models
from scratch. We perform a series of analyses to understand
the impact of the training objective and to study the proper-
ties of the resulting uncertainties. Furthermore, we demon-
strate that our uncertainty estimates can be used to select the
optimal model from a set of finetuned vision-language mod-
els on an unlabeled target dataset. They can also be used to
choose the most suitable samples for fine-tuning the model
in an active learning setup. Finally, with the help of a pre-
trained latent diffusion model [67], i.e., Stable Diffusion, we
decode sampled embeddings from predicted distribution to
visualize the predicted embedding distributions. We show
that the predicted embedding distributions indeed capture
meaningful modes of variation, that may be interpretable.

2. Related Work

Vision-Language Models. Such models [62, 51, 74, 1,
45, 47, 44, 100, 101, 90] have become ubiquitous in re-
cent times due to their various applications in image clas-
sification [105, 21, 106, 50], cross-modal retrieval [4], as
well as open-vocabulary semantic segmentation [24, 96].
The most notable among these is CLIP [62], which con-
sists of an image and text encoder trained on 400M image-
text pairs with a contrastive objective [28, 58]. As a result,
the model is able to project images and text to a shared
embedding space. In this paper, we focus on using the
shared embedding space for the task of cross-modal re-
trieval [60, 46]. Recent works have predominantly relied
on large-scale pre-training [62, 51, 74, 1, 104, 70, 69] to
project images and text to the same metric space. How-
ever, it is essential to note that all of these vision-language
models [62, 51, 45, 74, 1] provide deterministic mappings
that do not model the inherent ambiguity in the inputs. In
this work, we turn a deterministic model (i.e., CLIP) into a
probabilistic one, without the need of a large-scale dataset.
Probabilistic Embeddings. These methods [57, 10, 43]
provide an elegant solution to estimate the ambiguity
present in the inputs [37]. The key idea here is to map inputs
to probability distributions in the embedding space, as op-
posed to point estimates, thereby modeling the inherent am-
biguity present in the input. In the context of cross-modal
retrieval, this was done by optimizing a probabilistic analog
of the contrastive objective to learn distributions for the im-
age and text inputs [10]. Other works have further improved
the performance [43, 59, 34], extended this formulation to
achieve compositional retrieval [54], and have applied it to
other tasks such as video retrieval [59, 17] and tasks like
pose estimation [78]. However, most of these works focus
on training a model from scratch, thereby not leveraging
the power of the pre-trained models that are widely present.
The notable exception to this is Probabilistic Face Embed-

ding (PFE) [73] that proposed to learn a probabilistic em-
bedding while retaining a deterministic pre-trained model
for the task of learning face embeddings. However, this
was done in a unimodal setting using only images. In this
work, we aim to utilize pre-trained vision-language models
while providing probabilistic embeddings for both modal-
ities. The probabilistic embeddings derived from our pro-
posed ProbVLM are consistent with cross-modal learning
at the core of pretrained vision-language models.
Uncertainty Estimation. These techniques have been
widely explored for different tasks in computer vision [36,
7, 41, 42, 56, 102, 83, 53, 80, 27, 68, 103, 65, 81, 77, 82].
Uncertainties can be broadly categorized into aleatoric [36,
23, 3, 89, 12, 2, 87, 56, 95] and epistemic [25, 7, 41,
91, 20, 33, 19, 18] uncertainties. Uncertainty estimation
has been used for a variety of tasks, such as identify-
ing model failure [15, 5, 6, 92] and is extensively used
in active learning to select the best samples to train the
model [71, 38, 64, 72, 99, 98, 61, 52]. While several of
these methods focus on training a new Bayesian model from
scratch for quantifying the uncertainties in the prediction,
some recent works like [83, 102, 29] have proposed meth-
ods to estimate the uncertainties for the pre-trained frozen
models. However, these works tackle data from a single
modality. This work efficiently estimates the uncertainty for
the pre-trained frozen large-scale vision-language model.

3. Method
We first describe the problem formulation in Section 3.1.

In Section 3.2, we describe our proposed method ProbVLM
that estimates the complex probability distributions for the
embeddings of the frozen deterministic vision-langue en-
coders, quantifying the uncertainties for their predictions.

3.1. Problem Formulation

Let D = (I, C) denote a vision and language dataset,
where I is a set of images and C a set of captions The two
sets are connected via ground-truth matches where multi-
plicity is plausible. For a caption c ∈ C (respectively an
image i ∈ I), the set of corresponding images (respec-
tively captions) is given by κ(c) ⊆ I (respectively κ(i) ⊆
C). Recent advances in cross-modal vision-language mod-
els [62, 51, 74] often involve learning a shared embedding
space, Z ⊆ RD (D-dimensional space), for images and
texts. This allows quantifying the similarity between cross-
modal elements based on their distances in the shared em-
bedding space. The shared embedding space is learned via
a set of two encoders: ΦV(·; θV) : I → Z for the images
and ΦT (·; θT ) : C → Z for the texts, where θV and θT are
the parameters for the respective mapping functions.

We consider a real-world scenario where the above set
of encoders have already been trained on vast datasets using
large models with high computational cost, e.g., CLIP [62],

1900



Figure 2: Proposed framework (ProbVLM) takes an existing vision-language model and introduces a probabilistic adapter
over the image and text encoders. These adapters predict the parameters of a parameterized distribution for a given embed-
ding. Models are trained by minimizing an objective consisting of intra/cross-modal supervision as detailed in Section 3.

SLIP [51], Flava [74] and BLIP [45], are in frozen state, i.e.,
we have ΦV(·; θ∗V) and ΦT (·; θ∗T ), where θ∗V , θ

∗
T represents

the parameters of the pretrained frozen encoders. These en-
coders are deterministic and map an image/text to vectors
in the shared space, i.e., given a sample image xV (and sim-
ilarly sample text xT ), the encoder provides an embedding
zV := ΦV(xV ; θ

∗
V) (and similarly, zT := ΦT (xT ; θ

∗
T )).

However, the point estimates, z, do not capture the ambigu-
ity inherent to these embeddings [57, 10, 17] that are better
represented by the probability distribution Pz|x. Therefore,
we propose to estimate Pz|x for the pretrained model ef-
ficiently, using ProbVLM, quantifying the uncertainties of
the output without re-training the encoders.

3.2. Building ProbVLM

Despite being deterministic, large-scale frozen encoders
already provide high-quality point estimates. Our proposed
method leverages this fact, using the embeddings z as es-
timates for the mean of the desired distribution Pz|x, and
estimating the remaining parameters. Pz|x can be mod-
eled as a parametric distribution Pz|x(z|{ẑ, ν̂...ρ̂}) where
the parameters can be estimated using a deep neural net-
work [20, 36, 41]. Therefore, we introduce ProbVLM,

Ψ(·; ζ) := (ΨV(·; ζV),ΨT (·; ζT )) (1)

where ΨV and ΨT represents the vision and text encoders
parameterized by ζV and ζT , respectively. Also, ζ :=
ζV ∪ ζT represents the overall parameters for ProbVLM.

that learns to estimate the parameters {ẑ, ν̂...ρ̂} with the
help of frozen encoders ΦV(·; θ∗V) and ΦT (·; θ∗T ). The
functions ΨV(·; ζV) and ΨT (·; ζT ) operate on image and
text embeddings respectively, but during training depend on
both modalities, as discussed later. We design the learn-
ing scheme for Ψ(·; ζ) such that: (i) Estimated parameter ẑ
should remain faithful to the original unimodal embedding
z (intra-modal alignment), this makes the uncertainty of
the ProbVLM serve as a good proxy for the uncertainty of
frozen encoders. (ii) Estimated parameters {ν̂...ρ̂} should
capture the ambiguities and uncertainties present within and
across modalities (cross-modal alignment). Figure 2 depicts
ProbVLM in tandem with the frozen VLM.

Intra-modal Alignment. To ensure that the mean of the
distribution estimated by Ψ(·; ζ) reflects the point esti-
mates provided by the frozen encoders, we set up a prob-
abilistic reconstruction problem for the embeddings within
the modalities. That is, for a given sample x (either
from image or text modality), we obtain the embedding
from the frozen encoder z = Φ(x; θ) (using the appro-
priate encoder), then the modality-specific component of
Ψ(·; ζ) learns to reconstruct the z (let the reconstruction
be called ẑ). The modality-specific component of Ψ(·; ζ)
is designed to (i) relax the i.i.d constraints by assuming
independent but not identically distributed residuals and
(ii) learn the heteroscedasticity for the residuals at the time
of reconstruction that may follow the heavy-tailed distribu-
tions [83, 84, 40, 39, 30]. The modality-specific component
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is learned by maximizing the likelihood, L(ζ; {zi}Ni=1) for
the embeddings of N samples in the datasets. That is, the
modality-specific optimal parameters are given by,

ζ∗ := argmax
ζ

L(ζ; {zi}Ni=1) =

N∏
i=1

β̂ie
−(|ẑi−zi|/α̂i)

β̂i

2α̂iΓ(1/β̂i)

(2)

In the above equation, β̂ie
−(|ẑi−zi|/α̂i)

β̂i

2α̂iΓ(1/β̂i)
represents the gen-

eralized Gaussian distribution (GGD, represented by G)
that is capable of modeling heavy-tailed distributions (note
the Gaussian and Laplace are special cases of G with α =
1, β = 2 and α = 1, β = 1, respectively). The variables
ẑi, α̂i, β̂i are the predicted mean, scale, and shape param-
eters of G from our modality-specific components for the
given input zi. We obtain modality-specific optimal param-
eters by minimizing negative log-likelihood (equivalent to
Equation 2). Given z and predicted ẑ, α̂, β̂, loss is given by,

Lrec(ζ) :=

(
|ẑ− z|

α̂

)β̂

− log
β̂

α̂
+ log Γ(

1

β̂
) (3)

Therefore, the vision-specific component of ProbVLM,
Ψ(·; ζV)), is trained by minimizing the Eqation 3 using im-
age embeddings, we denote this loss as LV

rec(ζV ). Simi-
larly the text-specific component, Ψ(·; ζT ), is trained by
minimizing LT

rec(ζT ). As discussed next, we also enforce
cross-modal alignment so that the predicted distribution of
ProbVLM captures the uncertainties across modalities from
one-to-many correspondences for an embedding.
Cross-modal Alignment. While the intra-modal alignment
seeks to match the means of the output distribution from
ProbVLM to the embeddings derived from frozen vision-
language encoders, we also enforce the image and text em-
bedding output distribution (from ProbVLM) belonging to
similar concepts to remain close to each other. That is, given
an image and text embedding pair (zV , zT ) (from frozen
model) representing similar concepts, the output distribu-
tions from Ψ(·; ζ), G(z; ẑV , α̂V , β̂V) and G(z; ẑT , α̂T , β̂T )
(later referred to as GV(z)) and GT (z)) should match. This
can be measured directly from the likelihood as, p(zv =
zu), where zv ∼ GV(z) and zu ∼ GT (z) as in [73] , i.e.,

p(zv = zu) :=

∫∫
GV(zv)GT (zu)δ(zv − zu)dzvdzu (4)

where δ(·) refers to the Dirac-delta distribution. The above
integral can be simplified further by defining ∆z = zv −
zu and seeking p(∆z) = 0. As both zv and zu are GGD
random variables, ∆z follows the distribution based on the

Bivariate Fox H-function [76, 48, 49] given by,

∆z ∼ 1
2Γ(1/β̂V),Γ(1/β̂T )

×∫
H1,1

1,2

[
At2

∣∣(1− 1
ẑV

, 1
ẑT

)

(0, 1)( 12 , 1)

]
H1,1

1,2

[
Bt2

∣∣(1− 1
ẑT

, 1
ẑT

)

(0, 1)( 12 , 1)

]
cos t(µ− z)dt

(5)

Where A =
α̂2

VΓ(1/β̂V)

4Γ(3/β̂V)
, B =

α̂2
T Γ(1/β̂T )

4Γ(3/β̂T )
, µ = ẑv − ẑu, and

H is the Fox H function [76, 48, 49]. Equation 5 does not
provide a scalable objective function suitable for training
deep neural networks. Hence, we propose an approximation
that is easily scalable for deep-learning models given by,

p(zv = zu) =

∫∫
GV(zv)GT (zu)δ(zv − zu)dzvdzu

≈
∫

1

2
(GV(z)δ(z− zT ) + GT (z)δ(z− zV)) dz (6)

The appendix shows details of the above equation. The first
term in the integral,

∫
GV(z)δ(z− zT )dz, is the likelihood

of the text embedding zT under the predicted distribution,
GV(z), for the visual embedding. Similarly, the second term
is the likelihood of the visual embedding zV under the pre-
dicted distribution, GT (z), for the text embedding. Negative
log of Equation 6 leads to a scalable objective function that
can be used to learn the optimal parameters for vision and
text components of ProbVLM (ΨV(·; ζV) and ΨT (·; ζT )),

Lcross(ζV , ζT ) :=

(
|ẑV − zT |

α̂V

)β̂V

− log
β̂V

α̂V
+ log Γ(

1

β̂V
)︸ ︷︷ ︸

Cross-modal: vision→text

+

(
|ẑT − zV |

α̂T

)β̂T

− log
β̂T

α̂T
+ log Γ(

1

β̂T
)︸ ︷︷ ︸

Cross-modal: text→vision

(7)

The overall objective used for ProbVLM is designed to be,

LProbVLM(ζV , ζT ) = LV
rec(ζV) + LT

rec(ζT ) + λcrossLcross(ζV , ζT )

(8)

where λcross is a hyperparameter controlling the relative
contribution of inter-intra modality terms.
Uncertainty Quantification. Given embedding z from
a frozen encoder, predicted distributions from the trained
ProbVLM (output from the appropriate component) allows
aleatoric uncertainty estimation as σ̂2

aleatoric = α̂2Γ(3/β̂)

Γ(1/β̂)
.

Moreover, we design both ΨV and ΨT to be simple 3-
layer MLPs with dropout layers (with dropout probability
set to 0.1 during training). Activating dropouts during infer-
ence, with multiple forward passes (say M ), allows estimat-
ing the epistemic uncertainty, σ̂2

epistemic = 1
M

∑M
m=1(ẑm −
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Figure 3: Measuring the calibration with various post-hoc method for Image-to-Text and Text-to-Image retrieval when trained
on (top) CUB and (bottom) COCO, and evaluated on CUB, COCO, Flickr, FLO.
1
M

∑M
j=1 ẑj)

2. We estimate total uncertainty as,

σ̂2
total = σ̂2

epistemic + σ̂2
aleatoric (9)

3.3. Latent Diffusion for Probabilistic Embeddings

For a given text embedding zT , the distribution esti-
mated via ProbVLM, G(z; ẑT , α̂T , β̂T ) can be visualized
by drawing samples from the predicted distribution of vec-
tors (say, {ẑT ,i}Qi=1) and passing them through a latent dif-
fusion model, e.g., Stable Diffusion (say, Ω(·; θ∗Ω)) using
CLIP text encoder, to synthesize the set of samples (say, J)
from the corresponding distribution of images, i.e.,

J := {Ω(ẑi; θΩ)}Qi=1 (10)

Section 4.4 uses this to visualize the predicted distributions.

4. Experiments and Results
We start by highlighting our tasks, datasets, and evalua-

tion metrics. We also compare our model to various state-
of-the-art methods quantitatively and qualitatively in Sec-
tion 4.1. In Section 4.2, we provide an ablation analysis,

and Section 4.3 demonstrates some real-world applications
of ProbVLM for model selection and active learning.

Datasets, Metrics, and Baselines. We use the MS-
COCO [46], Flickr-30k [60], and the CUB [85] as they are
widely used for cross-modal retrieval [10, 16, 75]. Further-
more, we adapt the Oxford-Flowers 102 (FLO) dataset [55]
similar to [10] as an additional benchmark for cross-modal
retrieval in a fine-grained setting. We evaluate the perfor-
mance of both Image-to-Text retrieval and Text-to-Image
Retrieval using the Recall@k (R@k) metric. To evaluate
the calibration of the uncertainty estimates, we define un-
certainty levels [10] and use the Spearman rank correla-
tion (denoted by S) between the uncertainty level and the
Recall@k for retrieval. For an ideal model, performance
would decrease monotonically with increasing uncertainty
levels, leading to a score of -1. We also compute the R2 for
the regression fit between the uncertainty levels and R@1
performances to measure if the drop in performance follows
a linear trend. Finally, we also measure the product of these
two scores (as a unified metric), i.e., −SR2, which should
be 1.0 for an ideal model. Since there is no prior work to es-
timate probabilistic embeddings from a deterministic model
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i2t t2i

VL M Metrics COCO Flickr FLO CUB COCO Flickr FLO CUB

C
L

IP

Pr
ob

V
L

M S ↓ -0.99 -0.70 -0.90 -0.60 -0.30 -0.70 -0.99 -0.89

R2 ↑ 0.93 0.71 0.62 0.67 0.35 0.50 0.99 0.70

-SR2 ↑ 0.93 0.49 0.56 0.40 0.10 0.35 0.99 0.63

PF
E

*[
73

] S ↓ -0.79 -0.19 0.60 -0.60 0.79 0.30 -0.89 -0.10

R2 ↑ 0.59 0.01 0.30 0.28 0.74 0.44 0.52 0.00

-SR2 ↑ 0.47 0.00 -0.18 0.17 -0.59 -0.13 0.47 -0.00

PC
M

E
*[

10
]

S ↓ -0.89 -0.30 -0.30 -0.60 0.30 0.09 -0.70 0.30

R2 ↑ 0.75 0.07 0.07 0.20 0.16 0.01 0.57 0.01

-SR2 ↑ 0.68 0.02 0.02 0.12 -0.05 -0.00 0.40 -0.00

T
T

D
A

[2
] S ↓ -0.79 -0.30 0.00 -0.60 -0.10 -0.19 -0.89 -0.50

R2 ↑ 0.69 0.09 0.00 0.41 0.26 0.071 0.80 0.15

-SR2 ↑ 0.55 0.03 0.00 0.24 0.00 0.01 0.73 0.07

B
L

IP

Pr
ob

V
L

M S ↓ -0.87 -0.79 -0.74 -0.66 -0.43 -0.38 -0.31 -0.22

R2 ↑ 0.92 0.83 0.68 0.61 0.52 0.48 0.45 0.38

-SR2 ↑ 0.80 0.66 0.50 0.40 0.22 0.18 0.14 0.08

PF
E

*[
73

] S ↓ -0.82 -0.74 -0.63 -0.63 -0.39 -0.32 -0.28 -0.18

R2 ↑ 0.72 0.76 0.62 0.44 0.48 0.38 0.39 0.37

-SR2 ↑ 0.58 0.57 0.39 0.27 0.19 0.12 0.11 0.07

PC
M

E
*[

10
]

S ↓ -0.76 -0.53 -0.60 -0.44 -0.28 -0.26 -0.28 -0.21

R2 ↑ 0.81 0.56 0.60 0.53 0.50 0.34 0.44 0.36

-SR2 ↑ 0.62 0.29 0.36 0.23 0.14 0.09 0.12 0.08

T
T

D
A

[2
] S ↓ -0.44 -0.33 -0.74 -0.60 -0.19 -0.26 -0.21 -0.21

R2 ↑ 0.66 0.56 0.42 0.55 0.49 0.23 0.35 0.36

-SR2 ↑ 0.29 0.18 0.31 0.33 0.10 0.06 0.07 0.08

Table 1: Metrics to evaluate the calibration of the uncer-
tainty estimates for both CLIP [62] and BLIP [45] Vision-
Language models for all considered methods, trained on
COCO and evaluated on COCO, Flickr, CUB, and FLO.

in a cross-modal setting, we adapt a few existing ideas for
the task. The first baseline is adapted from PFE [73], where
we learn the covariances for the heteroscedastic Gaussian
distribution while keeping the mean fixed to the embeddings
derived from the frozen encoders in each modality. The sec-
ond is to use the soft-contrastive objective of PCME[10] to
train a probabilistic adapter in a post-hoc fashion. Finally,
we also have a baseline that performs perform Test-Time
Data Augmentation (TTDA) on the inputs [2, 87]. This is
done by perturbing the images and masking out words in
the text. While TTDA does not require additional training,
we train our ProbVLM and other baselines on datasets like
COCO, Flickr, CUB, and FLO.

Implementation Details. Our ProbVLM consists of a
Multi-Layer Perceptron (MLP) for both the image and text
encoder, each consisting of an input layer going from em-
bedding dimension to 256, a hidden layer of size 256, and

an output layer going from 256 to embedding dimensions.
This is trained for 100 epochs with a learning rate of 1e−4.
More details are available in the supplementary.

4.1. Calibrated Uncertainty via ProbVLM

We investigate the calibration of the uncertainty derived
from ProbVLM for the cross-modal retrieval task. All mod-
els trained on CUB and COCO were evaluated on all four
datasets. Calibration plots are illustrated in Figure 3. We
observe that the R@1 performance consistently drops for
ProbVLM as we increase the uncertainty levels, whereas
the baselines rarely see a monotonic drop in performance.
We quantify this performance in Table 1. The highest score
of 0.93 for −SR2 (i2t) on the COCO dataset indicates a
decreasing performance trend with increasing uncertainty.
Notably, the uncertainty estimates indicate the average per-
formance in different bins even when ProbVLM is eval-
uated on datasets that are different from the train set. In
some cases, we see that ProbVLM even achieves a nearly
perfect score (−SR2 of 0.99, with CLIP VLM on FLO,
after training on COCO for Image-to-Text Retrieval). On
the contrary, we find that the baselines often achieve poor
scores. It is important to note that all these models use the
same underlying embeddings and achieve the same perfor-
mance on the retrieval task. Of all the considered methods,
ProbVLM provides the most calibrated uncertainty esti-
mates. We see similar trends for ProbVLM with BLIP [45],
where ProbVLM achieves a −SR2 of 0.80, when trained on
COCO and evaluated on COCO, compared to other meth-
ods like PFE∗ (0.58), PCME∗ (0.62), and TTDA (0.29).

Figure 4-(Top) visualizes the ambiguities captured by
ProbVLM on the visual embeddings. We take a bird im-
age (source) from the CUB dataset and obtain the proba-
bility distribution for the visual embedding of that sample;
we then compute the likelihood of the visual embeddings
(i.e., point estimates derived from CLIP) for the other sam-
ples of CUB and COCO datasets, under the source distri-
bution. We notice that within the CUB dataset, the bird
images similar to the source image have a higher likelihood
compared to other bird images. Also, the images from the
COCO dataset tend to have a lower likelihood. However,
some images from the COCO dataset have a likelihood sim-
ilar to the samples from CUB. We visualize these samples
and discover them to be bird images. Moreover, the over-
lapping region between CUB and COCO has samples from
the COCO dataset that are ambiguous and related to bird
images as they have similar backgrounds, etc. On the con-
trary, when a similar analysis is performed using the CLIP
(by measuring the distance between the embeddings instead
of likelihood, Figure 4-(Bottom)), we notice that the two
datasets are well separated and ambiguities are not captured.
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Figure 4: Visualizing the uncertainties of the vision encoder
captured by ProbVLM. Fixing an image from CUB, we ob-
tain the predicted embedding distribution and compute the
likelihood of all other samples in CUB and COCO. We ob-
serve that the images in COCO are similar/ambiguous to
CUB overlap (Top). However, deterministic embeddings
lead to a separation between the two datasets (Bottom).

Figure 5: Plot indicating (left) necessity of the cross-modal
alignment and (right) data required to train ProbVLM.

Figure 6: Uncertainty increases with increased masking of
the input images (Left) and texts (Right). Results with three
vision encoders and one language encoder from CLIP.

Figure 7: Results for active learning, with different vision
encoders and varying training budgets. For a given encoder,
uncertainty-based sampling outperforms random sampling.

4.2. Ablations

We ablate different components of our proposed
ProbVLM, to provide a deeper understanding of its work-
ings. First, we perform a sensitivity analysis on the cross-
modal reconstruction objective, as shown in Figure 5-(Left),
for ProbVLM on BLIP using the COCO dataset. We need
a non-zero coefficient of the cross-modal loss to ensure that
ProbVLM learns meaningful uncertainties that capture the
ambiguities across modalities and are well-correlated with
its performance on the downstream retrieval task. Similarly,
having a large co-efficient for the cross-modal loss could
hinder learning a faithful identity reconstruction, thereby
hampering the performance of the downstream evaluation.
Next, we investigate the amount of data that is required to
train ProbVLM in Figure 5-(Right). We get satisfactory cal-
ibration of the uncertainty estimates while using only 50%
of the dataset (shown for ProbVLM on BLIP using COCO),
indicating that ProbVLM is highly data-efficient.

Further, we investigate the uncertainties by masking out
increasing portions of the input image/text in Figure 6. We
use three different CLIP backbones for the images, ViT-
B/32, ViT-B/16, ResNet50, and GPT-based language en-
coder from CLIP [62, 63]. The mean uncertainty steadily
increases as we mask increasing amounts of input.

4.3. Applications

We study the utility of the uncertainty estimates derived
from ProbVLM on two critical applications not well re-
viewed for VLMs: active learning and model selection.
Active Learning. Here, we choose a small subset of the un-
labeled dataset to fine-tune the model [11]. In this case, we
wish to finetune the CLIP model on the FLO dataset while
using a limited amount of labeled data. To achieve this,
we estimate the uncertainty of the image embeddings us-
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Figure 8: Visualizing the predicted embedding distributions from ProbVLM using a large-scale pre-trained diffusion model,
i.e., Stable Diffusion. The example is shown for two different captions from CUB dataset, for which the point-estimate
embedding vector is obtained via CLIP, and the distribution is obtained via ProbVLM.

Metrics
D Models Uncertainty score R@1 R@5 R@10

C
U

B

CLIP-ViT32-COCO 11.92 31.5 61.0 75.8
CLIP-ViT32-Flickr 9.37 32.4 64.2 76.9
CLIP-ViT32-FLO 15.43 22.8 49.8 64.9

FL
O

CLIP-ViT32-COCO 11.83 47.9 79.2 88.5
CLIP-ViT32-Flickr 13.55 49.5 84.6 93.9
CLIP-ViT32-CUB 18.39 37.7 69.4 82.8

Fl
ic

kr

CLIP-ViT32-COCO 9.61 88.8 97.8 99.8
CLIP-ViT32-CUB 16.49 25.8 47.4 55.6
CLIP-ViT32-FLO 13.67 52.8 77.8 85.2

C
O

C
O CLIP-ViT32-Flickr 7.28 58.1 80.9 88.2

CLIP-ViT32-CUB 15.37 8.8 21.7 29.8
CLIP-ViT32-FLO 12.44 23.9 46.6 58.8

Table 2: Results for the model selection experiment.
ProbVLM accurately identifies the best performing source
model using only unlabeled samples of the target dataset.

ing ProbVLM (trained using a diverse dataset like COCO).
We then select the top-k samples sorted by their mean un-
certainty in the visual embeddings and fine-tune the CLIP
model using them with a contrastive objective [62]. Results
with varying budgets are shown in Figure 7. Selecting sam-
ples based on uncertainty scores significantly outperforms
random sampling for all considered visual backbones.
Pretrained Model Selection. We are given a set of mod-
els trained on different data distributions. We aim to select
the best model for the target distribution for which we have
unlabeled samples. This has been explored mostly in the
context of classification previously [22, 26, 8, 9, 13, 14].

We consider the specific case of having the CLIP models
fine-tuned on three datasets, and the fourth dataset is held
out, for which we only have the images. We compute the
mean uncertainty on these images using ProbVLM whose
weights are interpolated from all the source datasets [93, 94,
32, 31]. This is to ensure that the uncertainties on all these
models are comparable. The results for this experiment are

shown in Table 2. On CUB, Flickr, and COCO, the source
model with the lowest uncertainty has the best performance
on the target dataset, and on FLO dataset, the model with
the least uncertainty has the 2nd best performance (R@1 of
47.9 vs 49.5 for the best model). This indicates that the un-
certainties provided by ProbVLM can be used as a signal to
predict the performance on unlabelled samples for retrieval.

4.4. Latent Diffusion for Embedding Uncertainty

To further understand the semantics of the predicted em-
bedding distributions from the ProbVLM, we visualize the
text embedding distributions by sampling the embedding
vectors from the predicted distribution for a caption (con-
verted to embedding vector using CLIP) and passing it
through the pre-trained latent diffusion model using CLIPs
text encoder, stable diffusion, as shown in Figure 8 and de-
scribed in details in Section 3.3. We observe from Figure 8
that the samples obtained closer to the mean (i.e., sampled
embedding vector similar to the one generated by CLIP for
the caption) lead to meaningful variations in the generated
images, e.g., for the left caption, close to the mean of the
distribution, the generated samples show variations in the
shape and colour of the beak, wings, and feet. Whereas far
away from the mean of the distributions, i.e., on the tails,
we start seeing images with strong artifacts that no longer
preserves the semantics of the caption. We observe this for
another example as well shown in Figure 8-(Right). More
results are available in the supplementary.

5. Conclusion

We introduce ProbVLM, a post-hoc method for estimat-
ing the embedding distribution for a frozen large-scale de-
terministic vision-language model. We efficiently estimate
calibrated uncertainties using our framework and show that
such calibrated estimates have a variety of applications in
downstream tasks such as model selection and active learn-
ing. Furthermore, we perform experiments to interpret em-
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bedding distribution predicted by ProbVLM using a large-
scale pre-trained latent diffusion model (i.e., Stable Diffu-
sion). We hope our work highlights and inspires future work
on efficient methods for probabilistic embeddings.
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Kahrs, and Tobias Ortmaier. Well-calibrated regression un-
certainty in medical imaging with deep learning. In MIDL,
2020. 2

[43] Hao Li, Jingkuan Song, Lianli Gao, Pengpeng Zeng, Hao-
nan Zhang, and Gongfu Li. A differentiable semantic

metric approximation in probabilistic embedding for cross-
modal retrieval. In NeurIPS, 2022. 2

[44] Junnan Li, Dongxu Li, Silvio Savarese, and Steven Hoi.
Blip-2: Bootstrapping language-image pre-training with
frozen image encoders and large language models. arXiv
preprint arXiv:2301.12597, 2023. 2

[45] Junnan Li, Dongxu Li, Caiming Xiong, and Steven Hoi.
Blip: Bootstrapping language-image pre-training for uni-
fied vision-language understanding and generation. In
ICML, 2022. 1, 2, 3, 6

[46] Tsung-Yi Lin, Michael Maire, Serge Belongie, James
Hays, Pietro Perona, Deva Ramanan, Piotr Dollár, and
C Lawrence Zitnick. Microsoft coco: Common objects in
context. In ECCV, 2014. 1, 2, 5

[47] Jiasen Lu, Dhruv Batra, Devi Parikh, and Stefan Lee. Vil-
bert: Pretraining task-agnostic visiolinguistic representa-
tions for vision-and-language tasks. NeurIPS, 2019. 2

[48] Francesco Mainardi, Gianni Pagnini, and R.K. Saxena. Fox
h functions in fractional diffusion. Journal of Computa-
tional and Applied Mathematics, 2005. Proceedings of the
Seventh International Symposium on Orthogonal Polyno-
mials,Special Functions and Applications. 4

[49] Arakaparampil M Mathai, Ram Kishore Saxena, and Hans J
Haubold. The H-function: theory and applications.
Springer Science & Business Media, 2009. 4

[50] Yifei Ming, Ziyang Cai, Jiuxiang Gu, Yiyou Sun, Wei Li,
and Yixuan Li. Delving into out-of-distribution detection
with vision-language representations. In NeurIPS, 2022. 2

[51] Norman Mu, Alexander Kirillov, David Wagner, and Sain-
ing Xie. Slip: Self-supervision meets language-image pre-
training. In ECCV, 2022. 1, 2, 3

[52] Sri Aurobindo Munagala, Sidhant Subramanian, Shyam-
gopal Karthik, Ameya Prabhu, and Anoop Namboodiri.
Clactive: Episodic memories for rapid active learning. In
CoLLAS, 2022. 2

[53] Jurijs Nazarovs, Zhichun Huang, Songwong Tasneeyapant,
Rudrasis Chakraborty, and Vikas Singh. Understanding un-
certainty maps in vision with statistical testing. In CVPR,
2022. 2

[54] Andrei Neculai, Yanbei Chen, and Zeynep Akata. Prob-
abilistic compositional embeddings for multimodal image
retrieval. In CVPR-W, 2022. 2

[55] Maria-Elena Nilsback and Andrew Zisserman. Automated
flower classification over a large number of classes. In
ICVGIP, 2008. 1, 5

[56] David A Nix and Andreas S Weigend. Estimating the mean
and variance of the target probability distribution. In ICNN,
1994. 2

[57] Seong Joon Oh, Kevin Murphy, Jiyan Pan, Joseph Roth,
Florian Schroff, and Andrew Gallagher. Modeling uncer-
tainty with hedged instance embedding. ICLR, 2019. 1, 2,
3

[58] Aaron van den Oord, Yazhe Li, and Oriol Vinyals. Repre-
sentation learning with contrastive predictive coding. arXiv
preprint arXiv:1807.03748, 2018. 2

[59] Jungin Park, Jiyoung Lee, Ig-Jae Kim, and Kwanghoon
Sohn. Probabilistic representations for video contrastive
learning. In CVPR, 2022. 2

1908



[60] Bryan A Plummer, Liwei Wang, Chris M Cervantes,
Juan C Caicedo, Julia Hockenmaier, and Svetlana Lazeb-
nik. Flickr30k entities: Collecting region-to-phrase corre-
spondences for richer image-to-sentence models. In CVPR,
2015. 1, 2, 5

[61] Ameya Prabhu, Charles Dognin, and Maneesh Singh. Sam-
pling bias in deep active classification: An empirical study.
2019. 2

[62] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry,
Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learn-
ing transferable visual models from natural language super-
vision. In ICML, 2021. 1, 2, 6, 7, 8

[63] Alec Radford, Jeff Wu, Rewon Child, David Luan, Dario
Amodei, and Ilya Sutskever. Language models are unsu-
pervised multitask learners. 2019. 7

[64] Anant Raj and Francis Bach. Convergence of uncertainty
sampling for active learning. In ICML, 2022. 2

[65] Vikrant Rangnekar, Uddeshya Upadhyay, Zeynep Akata,
and Biplab Banerjee. Usim-dal: Uncertainty-aware statisti-
cal image modeling-based dense active learning for super-
resolution. 2023. 2

[66] Scott Reed, Zeynep Akata, Honglak Lee, and Bernt Schiele.
Learning deep representations of fine-grained visual de-
scriptions. In CVPR, 2016. 1

[67] Robin Rombach, Andreas Blattmann, Dominik Lorenz,
Patrick Esser, and Björn Ommer. High-resolution image
synthesis with latent diffusion models, 2022. 2

[68] Subhankar Roy, Martin Trapp, Andrea Pilzer, Juho Kan-
nala, Nicu Sebe, Elisa Ricci, and Arno Solin. Uncertainty-
guided source-free domain adaptation. In ECCV, 2022. 2

[69] Christoph Schuhmann, Romain Beaumont, Richard Vencu,
Cade Gordon, Ross Wightman, Mehdi Cherti, Theo
Coombes, Aarush Katta, Clayton Mullis, Mitchell Worts-
man, et al. Laion-5b: An open large-scale dataset for
training next generation image-text models. arXiv preprint
arXiv:2210.08402, 2022. 2

[70] Christoph Schuhmann, Richard Vencu, Romain Beaumont,
Robert Kaczmarczyk, Clayton Mullis, Aarush Katta, Theo
Coombes, Jenia Jitsev, and Aran Komatsuzaki. Laion-
400m: Open dataset of clip-filtered 400 million image-text
pairs. arXiv preprint arXiv:2111.02114, 2021. 1, 2

[71] Burr Settles. Active learning literature survey. 2009. 2
[72] Alexander Shapeev, Konstantin Gubaev, Evgenii Tsym-

balov, and Evgeny Podryabinkin. Active learning and un-
certainty estimation. Machine Learning Meets Quantum
Physics, 2020. 2

[73] Yichun Shi and Anil K Jain. Probabilistic face embeddings.
In ICCV, 2019. 2, 4, 6

[74] Amanpreet Singh, Ronghang Hu, Vedanuj Goswami, Guil-
laume Couairon, Wojciech Galuba, Marcus Rohrbach, and
Douwe Kiela. Flava: A foundational language and vision
alignment model. In CVPR, 2022. 1, 2, 3

[75] Yale Song and Mohammad Soleymani. Polysemous visual-
semantic embedding for cross-modal retrieval. In CVPR,
2019. 5

[76] Hamza Soury and Mohamed-Slim Alouini. New results on
the sum of two generalized gaussian random variables. In
GlobalSIP, 2015. 4

[77] Viswanath P Sudarshan, Uddeshya Upadhyay, Gary F
Egan, Zhaolin Chen, and Suyash P Awate. Towards lower-
dose pet using physics-based uncertainty-aware multimodal
learning with robustness to out-of-distribution data. Medi-
cal Image Analysis, 2021. 2

[78] Jennifer J Sun, Jiaping Zhao, Liang-Chieh Chen, Florian
Schroff, Hartwig Adam, and Ting Liu. View-invariant prob-
abilistic embedding for human pose. In ECCV, 2020. 2

[79] Bart Thomee, David A Shamma, Gerald Friedland, Ben-
jamin Elizalde, Karl Ni, Douglas Poland, Damian Borth,
and Li-Jia Li. Yfcc100m: The new data in multimedia re-
search. Communications of the ACM, 2016. 1

[80] Dustin Tran, Jeremiah Liu, Michael W Dusenberry, Du
Phan, Mark Collier, Jie Ren, Kehang Han, Zi Wang, Zelda
Mariet, Huiyi Hu, et al. Plex: Towards reliability us-
ing pretrained large model extensions. arXiv preprint
arXiv:2207.07411, 2022. 2

[81] Uddeshya Upadhyay, Yanbei Chen, and Zeynep Akata. Ro-
bustness via uncertainty-aware cycle consistency. NeurIPS,
2021. 2

[82] Uddeshya Upadhyay, Yanbei Chen, Tobias Hepp, Sergios
Gatidis, and Zeynep Akata. Uncertainty-guided progressive
gans for medical image translation. In MICCAI. Springer,
2021. 2

[83] Uddeshya Upadhyay, Shyamgopal Karthik, Yanbei Chen,
Massimiliano Mancini, and Zeynep Akata. Bayescap:
Bayesian identity cap for calibrated uncertainty in frozen
neural networks. In ECCV, 2022. 2, 3

[84] Uddeshya Upadhyay, Viswanath P Sudarshan, and
Suyash P Awate. Uncertainty-aware gan with adaptive loss
for robust mri image enhancement. In ICCV-W, 2021. 3

[85] Catherine Wah, Steve Branson, Peter Welinder, Pietro Per-
ona, and Serge Belongie. The caltech-ucsd birds-200-2011
dataset. 2011. 1, 5

[86] Bokun Wang, Yang Yang, Xing Xu, Alan Hanjalic, and
Heng Tao Shen. Adversarial cross-modal retrieval. In ACM-
MM, 2017. 1

[87] Guotai Wang, Wenqi Li, Michael Aertsen, Jan Deprest,
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