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Abstract

In this work, we focus on the task of procedure plan-
ning from instructional videos with text supervision, where
a model aims to predict an action sequence to transform
the initial visual state into the goal visual state. A critical
challenge of this task is the large semantic gap between ob-
served visual states and unobserved intermediate actions,
which is ignored by previous works. Specifically, this se-
mantic gap refers to that the contents in the observed vi-
sual states are semantically different from the elements of
some action text labels in a procedure. To bridge this se-
mantic gap, we propose a novel event-guided paradigm,
which first infers events from the observed states and then
plans out actions based on both the states and predicted
events. Our inspiration comes from that planning a proce-
dure from an instructional video is to complete a specific
event and a specific event usually involves specific actions.
Based on the proposed paradigm, we contribute an Event-
guided Prompting-based Procedure Planning (E3P) model,
which encodes event information into the sequential model-
ing process to support procedure planning. To further con-
sider the strong action associations within each event, our
E3P adopts a mask-and-predict approach for relation min-
ing, incorporating a probabilistic masking scheme for regu-
larization. Extensive experiments on three datasets demon-
strate the effectiveness of our proposed model.

1. Introduction
In this work, we focus on the procedure planning task

from instruction videos [7, 5, 38, 53]. Given the current
state (a frame or a clip), procedure planning aims to predict
a sequence of actions to reach a desired goal state. This
goal-driven decision-making capability comes naturally to
humans but is difficult for machine learning systems to ac-
quire. Therefore, due to its wide real-world applications,
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Figure 1: Illustration of the semantic gap, i.e., the contents
in the observed visual states are semantically different from
the elements of some action text labels in a procedure. We
show a four-action procedure as an example. As shown
above, it is difficult to predict that we should “Melt But-
ter” by observing the start and goal states, since we see no
butter but some other things (e.g., bread, pan, mixture) from
the observed states. However, if we take the event of pro-
cedure “Make French Toast” into thinking, “Melt Butter” is
an indispensable step. Best viewed in color.

e.g., Autopilot [48] and Robotic systems [3], solving proce-
dure planning is of great significance.

Early works [7, 5, 38] typically address the procedure
planning task in an auto-regressive manner, following tra-
ditional sequential modeling works [15, 27, 8, 41]. Specif-
ically, given both intermediate action labels and interme-
diate visual states as supervision, these works adopt two-
branch networks to predict the action labels and representa-
tions of states separately, based on the input start and goal
states. These methods mainly differ in the feature extrac-
tor for sequential modeling, e.g., DDN [7] uses RNNs [27],
Plate [38] uses Transformers [42]. However, all these meth-
ods need access to intermediate visual states for supervi-
sion. In such a setting, it is necessary to precisely iden-
tify the start and end timestamps of all actions in training
videos, which is time-consuming and labor-intensive for an-
notation.

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Recent work [53] provides a way to reduce annotation
efforts. They study a weakly-supervised setting that re-
moves the need for intermediate visual states as supervi-
sion, named Procedure Planning from instructional videos
with Text Supervision (PPTS). In PPTS, text representa-
tions of intermediate action labels are introduced for su-
pervision, leveraging the power of a pre-trained vision-
language model [28]. To tackle PPTS, P3IV [53] proposes a
memory-augmented Transformer for sequential modeling.

In previous PPTS methods, the prediction of intermedi-
ate actions is conditioned on only the observed start and
goal visual states. However, it is challenging to build a
direct connection between observed visual states and un-
observed intermediate actions, due to a large semantic gap
between them. This semantic gap refers to that the contents
in the observed visual states are semantically different from
the elements of some action text labels in a procedure. For
example, as shown in Figure 1, it is difficult to directly pre-
dict the action “Melt Butter” by observing the start and
goal states, since we see no butter but some other things
(e.g., bread, pot, mixture) from the observed states.

To bridge the semantic gap, we propose a novel event-
guided paradigm (as shown in Figure 2), which is not
explored by previous works. Our proposed event-guided
paradigm first infers the events of procedures based on the
observed visual states and then predicts a sequence of ac-
tions based on both the states and predicted events. Our
inspiration comes from the fact that planning a procedure
from an instructional video is to complete a specific event
(i.e., a procedure matches a clear intention). And, since
a specific event usually involves specific actions, we can
use the event information to support the procedure plan-
ning. For example, as shown in Figure 1, after identify-
ing the event “Make French Toast” from the observed vi-
sual states, we can plan out the action “Melt Butter”, since
melting butter is essential to attain crispy French toast. In
addition, there are usually strong associations between ac-
tions within an event, which can be utilized for planning a
reasonable procedure. Also shown in Figure 1, suppose we
already know that this procedure is to make French toast
and the first three actions are “Dip Bread in Mixture→
Melt Butter→ Put Bread in Pan”, we can deduce that the
fourth action should be “Flip Bread” because no one will
make French toast with only one side fried.

We contribute an Event-guided Prompting-based Proce-
dure Planning (E3P) model based on our proposed event-
guided paradigm. Given event labels as supervision, our
proposed E3P uses an Event-aware Prompt Generator to en-
code event information into the hand-crafted prompts of in-
termediate actions. We find that the events can generally
be inferred from the observed start and goal visual states.
After sequential modeling based on event-aware prompts,
we propose an Action Relation Mining module to model
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Figure 2: Previous methods build a direct connection be-
tween the observed start and goal visual states and unob-
served intermediate actions, ignoring a large semantic gap
between them. In contrast, our work proposes a novel event-
guided paradigm to bridge the semantic gap.

the associations between actions within each event. Our
Action Relation Mining module adopts a mask-and-predict
approach and incorporates a probabilistic masking scheme
for regularization, aiming to fully consider the action asso-
ciations during training. We conduct extensive experiments
on three datasets, and the results demonstrate that our pro-
posed E3P outperforms previous state-of-the-art methods
by a large margin.

2. Related Works

2.1. Procedure Planning

Procedure planning from instructional videos aims to
predict a reasonable plan conditioned on the start and goal
visual states. Early works on procedure planning adopt a
two-branch auto-regressive method (i.e., action and visual
branch) to predict actions and visual representation of in-
termediate states. These works involve different network
architectures for modeling, varying from recurrent neural
networks [7], transformers [38] to adversarial networks [5].
Recently, Zhao et al. [53] proposes Procedure Planning
from instructional videos with Text Supervision (PPTS),
where text representations of intermediate actions are intro-
duced as supervision. To address PPTS, P3IV [53] proposes
a memory-augmented Transformer for sequential modeling.
Different from previous works, we propose a novel event-
guided paradigm for PPTS, aiming to bridge the semantic
gap between observed visual states and unobserved inter-
mediate actions.

2.2. Action Recognition

With the success of deep learning, effective video classi-
fication architectures for action recognition have been pro-
posed, including RNNs [9, 50, 40], 2D CNNs [17, 24, 35,
36] and 3D CNNs [28, 6, 39, 49]. Recently, with the suc-
cess of Vision Transformer [10, 26], many works adopted
Vision Transformer for action recognition [13, 31, 51, 52].
Different from the traditional action recognition task, the
procedure planning task studied in our work is much more

13566



F
eatu

re E
x
tracto

r

1

2

3

2

3

4

1

4

G

S

Action Relation Mining

1

2

3

4

[order], this action 

is to [action]. 

Event-Information 

Aggregator

2

3

4

1

Pre-Trained

Text Encoder

Event-Information

Extractor

2

3

4

1

Event-Aware Prompt Generator

Firstly, this action is to 

Dip Bread in Mixture.

Secondly, this action is 

to Melt Butter.

Thirdly, this action is 

to Put Bread in Pan.

Fourthly, this action is 

to Flip Bread.

1

2

3

4

Ground Truth

Action Texts

Event-Aware 

Prompts

S

G

Mask 

and 

Predict

1 2 i T

i
Predicted𝑖 ∈ {1,2, … , 𝑇}

𝓛𝐚𝐜𝐭𝐢𝐨𝐧

Observed 

Start/Goal 

State

Masked
𝑎𝑐𝑡𝑖𝑜𝑛4

𝑎𝑐𝑡𝑖𝑜𝑛3

𝑎𝑐𝑡𝑖𝑜𝑛2

𝑎𝑐𝑡𝑖𝑜𝑛1

𝓛𝐞𝐯𝐞𝐧𝐭

Event

Label

S G Start and Goal Visual State Representations

i Predicted Tokeni Masked Tokeni Action Token

i Hand-Crafted Prompt 𝓛𝐚𝐜𝐭𝐢𝐨𝐧 : Action Loss

𝓛𝐞𝐯𝐞𝐧𝐭 : Event LossFrozen

Figure 3: Overview of our Event-guided Prompting-based Procedure Planning (E3P) model. Our proposed E3P model fol-
lows a novel event-guided paradigm to bridge the semantic gap between observed visual states and unobserved intermediate
actions. In this figure, we take a four-action procedure as an example. First of all, we use a pre-trained text encoder to extract
the representations of hand-crafted action prompts. Supervised by event labels, we extract event information from the given
visual states and integrate them into the prompts to generate Event-Aware Prompts. After sequential modeling by the feature
extractor, the Action Relation Mining module exploits the action associations adopting a “mask-and-predict” approach. Best
viewed in color.

challenging, since the relation between actions should be
taken into account beyond predicting individual actions.

2.3. Action Anticipation

Different from procedure planning based on start and
goal states, action anticipation aims to predict future actions
based on past states. Early action anticipation works [20,
44] focus on predicting a single future action within a few
moments. Farha et al. [1] proposed long-term action an-
ticipation to predict a sequence of future actions by using
two networks (i.e., a RNN and a CNN). To reduce the error
accumulation caused by iterative predictions, Some meth-
ods [12, 1, 21] took action labels of past states as input.
Gong et al. [14] adopted an end-to-end transformer model
to anticipate all future actions in parallel. Procedure plan-
ning is similar to an action anticipation task with goal guid-
ance, leading to more constraints for modeling.

2.4. Prompting and Regularization

There have been longstanding efforts for prompt design
in NLP [25, 34]. Recently, CLIP [33] explored prompt-
ing for image understanding by formulating a image-text
matching problem. Some other works [19, 30, 46, 23] ex-
plored prompting for video understanding.

To alleviate the overfitting problem in deep neural net-
works, many dropout-like techniques were proposed for
regularization [18, 45, 4, 47]. Specific to procedure plan-

ning, our proposed Action Relation Mining module in-
volves a probabilistic masking scheme for regularization,
aiming to fully consider the action associations.

3. Event-Guided Procedure Planning

In this section, we elaborate on our proposed Event-
guided Prompting-based Procedure Planning (E3P) model,
which follows a novel event-guided paradigm.

3.1. Problem Formulation and Model Overview

Problem Formulation. Our task is procedure planning
from instructional videos with text supervision. Given the
start visual state os and goal visual state og , a model aims
to predict a procedure of T action steps, i.e., an action se-
quence {a1, ..., aT }, transforming the visual state from the
os to og . The number of actions T is provided, also known
as the prediction horizon. Following Zhao et al. [53], we
use text representations of action labels as supervision for
training.

Model Overview. Figure 3 illustrates the proposed E3P
model based on prompting-based feature modeling. Given
the state representations os and og , we extract the event in-
formation of the procedure through an event-information
extractor and then encode it into hand-crafted text prompts
to generate Event-Aware Prompts. Subsequently, the Event-
Aware Prompts and visual state representations are then fed
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into the feature extractor for sequential modeling, produc-
ing T action tokens. These tokens are then fed into an
Action Relation Mining module, which uses a “mask-and-
predict” approach to model the relation between actions.
Finally, we output a sequence of actions, namely, the pro-
cedure. Notably, we do not directly predict the distribution
over possible actions, and instead by first predicting the fea-
ture representations of actions and then predicting the dis-
tribution over actions (i.e., by calculating the similarity be-
tween predicted action features and all action text features).

3.2. Prompting-based Feature Modeling

First of all, we introduce the prompting-based feature
modeling of our approach. Since the PPTS task requires
predicting a procedure (i.e., an action sequence), and this
sequence is order-sensitive, we leverage the power of a pre-
trained vision-language model. Specifically, we use a hand-
crafted text prompt in the format of “[order], this action is
to [action]” as input, which contains an order blank and
an action blank. Then, we obtain the representations of
prompts using a pre-trained vision-language model.

We use the representations of ground truth action texts as
supervision. In specific, we construct a sentence in the same
format as the above hand-crafted prompts, with the two
blanks filled in. For example, if the first action is “Melt But-
ter”, the constructed sentence would be “Firstly, this action
is to Melt Butter”. Then we use the vision-language model
to encode it into text representations. Following P3IV [53],
we use the same loss function [16] to supervise the model,
which is formulated as follows:

Laction = −
T∑

t=1

[
log

exp (l+ · ãt)∑N
j=1 exp (lj · ãt)

]
, (1)

where l+ is the ground truth action text presentation, lj is
the text representation of the j-th action, N is the number
of actions in the dataset and ãt is the t-th action token (the
final output of our model).

3.3. Event-aware Prompt Generator

To bridge the semantic gap between the observed visual
states and unobserved intermediate actions, we propose an
Event-aware Prompt Generator that encodes the event in-
formation to guide the procedure planning process. Our
inspiration comes from that planning a procedure from an
instructional video is to complete a specific event and a
specific event usually involves specific actions. Our Event-
aware Prompt Generator mainly contains two parts, i.e., an
event-information extractor and an event-information ag-
gregator, aiming to extract event information and encode
event information into the text prompts, respectively.

Specifically, the event-information extractor Ee extracts
the event information ê from the start state os and goal state

og , which is given as follows:

ê = Ee(os, og). (2)

To guide the event information extraction, we stack a clas-
sification head he(·) on top of the Ee(·, ·). And, the event
loss is given as follows:

Levent = CE(he(ê), ye), (3)

where CE is the cross-entropy loss and ye is the ground
truth event label provided by the dataset.

Then, we encode the event information ê into the hand-
crafted prompt representations p1:T using the event infor-
mation aggregator. The event-information aggregator takes
T prompt representations and the event information as in-
puts and produces T event-aware prompts, which is formu-
lated as follows:

pe1:T = F(p1:T , ê), (4)

where F(·) is the event-information aggregator and pei:T are
the event-aware prompts. The introduction of event infor-
mation would constrain our model to predict actions more
related to the event of procedure.

Next, we concatenate generated event-aware prompts
with start and goal visual state representations. After po-
sitional encoding, we input the event-aware prompts and
visual states into the feature extractor for sequential mod-
eling. The input of the feature extractor is given as follows:

Q = [os, p
e
1, p

e
2, ..., p

e
T , og], (5)

where pei is the i-th event-aware prompts. After sequential
modeling, the feature extractor outputs T + 2 tokens. We
take the middle T action tokens â1:T as input to our next
module.

3.4. Action Relation Mining within Events

In this section, we propose to model the relation between
actions within individual events to support the procedure
planning. Usually, there are strong associations between ac-
tions within an event, which can be utilized for planning a
reasonable procedure. Accordingly, we propose an Action
Relation Mining (ARM) module exploiting a “mask-and-
predict” approach, which refines the prediction of proce-
dure planning by mining the relation between actions within
events.

For our ARM module, we adopt the masked self-
attention with a specially designed mask as core. Specifi-
cally, the input to the ARM module is a list of action tokens,
i.e., Q̂ = [â1, âi, ..., âT ]. For the masked self-attention, we
use a deterministic mask M ∈ RT×T , where all elements
on the main diagonal are manually set to zero. Such a mask
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Figure 4: Illustration of the mask in our Action Relation
Modeling module. We take a four-action procedure as an
example. For the attention mask, we first set the elements
of the main diagonal to zero and then randomly set some
other elements to zero by a drop rate τ .

design ensures that our ARM model can leverage the in-
formation of all other actions for the prediction of the one
masked action. The deterministic mask is defined as:

Mi,j =

{
0, if i = j,

1, otherwise,
(6)

where i and j represent the row and column of the atten-
tion mask matrix respectively. After feature modeling by
our ARM module, we obtain the final prediction of action
sequence by a residual connection, i.e. ã1:T = â1:T + ǎ1:T ,
where ǎ1:T is the prediction of ARM module and ã1:T is
the final prediction. Intuitively, our ARM module conducts
a refinement on the basic procedure prediction â1:T .

DropRelation. In the above relation mining process, we
adopt a “mask-and-predict” approach with only one token
masked out. However, such a modeling focuses on model-
ing the relation between the one masked action token and all
other action tokens (e.g., one masked action token and three
unmasked action tokens in a four-action procedure) during
training, thus it may miss some associations between ac-
tions. For example, suppose we have a four-action sequence
“Action 1 → Melt Butter → Action 3 → Flip Bread”, where
the first and third actions are unknown. We are still able
to infer that the third action is “Put Bread in Pan” accord-
ing to the known two actions, without knowing the first ac-
tion. Therefore, to fully consider the action associations,
we equip our ARM module with a regularization technique
named DropRelation.

Specifically, in addition to dropping tokens in the main
diagonal, we randomly drop some of the other tokens dur-
ing the “mask-and-predict” process. For each item in the
mask, there is a random variable following a uniform distri-
bution, denoted by αi,j . According to the αi,j , we obtain a
probabilistic mask M̃ as follows:

M̃i,j =

{
1, if i ̸= j and αij > τ,

0, otherwise,
(7)

where τ refers to the drop rate. In this way, we randomly
drop some connections (relation) between action tokens to
regularize the relation mining process. In addition, we en-
sure that dropping at most T−2 tokens in a single row in the
M̃i,j . An illustration of the masking scheme in our ARM is
shown in Figure 4.

3.5. Traning and Inference

During training, the overall objective is as follows:

L = Laction + Levent. (8)

During inference, following previous methods [53], our
model only accesses to the start and goal visual states. No-
tably, the DropRelation regularization is only used during
training and turned off during inference. Moreover, follow-
ing previous work [53], we adopt the Viterbi [43] post pro-
cess as well.

4. Experiments
We conduct experiments on three datasets and use three

metrics to verify the effectiveness of our proposed Event-
guided Prompting-based Procedure Planning (E3P) method.

4.1. Datasets and Metrics

Datasets: We conduct experiments on the following
three datasets: (1) CrossTask [54] contains instructional
videos collected for 83 different events, which are divided
into 18 primary and 65 related events. Following previ-
ous works [7, 38, 53], we use the primary events, contain-
ing 2750 videos with an average of 7.6 actions per video.
(2) Narrated Instructional Videos (NIV) [2] is a dataset
collected from real-world instruction videos from the Inter-
net. This dataset contains 150 videos of five events, with
an average of 9.5 actions per video. (3) COIN is a large
labeled instructional video dataset, which is collected from
YouTube and consists of 11827 videos related to 778 dif-
ferent actions and on average 3.6 actions per video. For all
three datasets, following previous works [7, 53], we adopt
70%/30% to create train/test splits and use a shift window
to curate the dataset into plans with different time horizons.

Metrics: We use three evaluation metrics: (1) Success
Rate (SR) considers a procedure successful only if it ex-
actly matches the ground truth. (2) mean Accuracy (mAcc)
considers the match of single action between predicted and
ground truth action sequences, where action matches the
ground truth at the same timestamp is considered correct.
(3) mean Intersection over Union (mIoU) treats the pre-
dicted and ground truth action sequences as two sets, and
measures the overlap between them. Note that mIoU is ag-
nostic to the order of actions, which is only used as an auxil-
iary metric (to measure whether a model predicts the correct
action set for the procedure). For more details about these
metrics, please refer to DDN [7].
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Table 1: Comparison with the state-of-the-art methods on CrossTask for prediction horizon T ∈ {3, 4}. SR, mAcc, and
mIoU indicate Success Rate, mean Accuracy and mean Intersectin over Union, respectively. The numbers in bold-faced and
in underline indicate the highest and the second-highest result, respectively. The column Supervision indicates the type of
supervision used in training, i.e., visual state, and action text. † indicates that data augmentation is in usage during training.

Methods Year Supervision
T = 3 T = 4

SR↑ mAcc↑ mIoU↑ SR↑ mAcc↑ mIoU↑

Random - - <0.01 0.94 1.66 <0.01 0.83 1.66
Retrieval-Based - Visual State 8.05 23.30 32.06 3.95 22.22 36.97
WLTDO [11] 2018 Visual State 1.87 21.64 31.70 0.77 17.92 26.43
UAAA [12] 2019 Visual State 2.15 20.21 30.87 0.98 19.86 27.09
UPN [37] 2018 Visual State 2.89 24.39 31.56 1.19 21.59 27.85
DDN [7] 2020 Visual State 12.18 31.29 47.48 5.97 27.10 48.46
Ext-GAIL w/o Aug. [5] 2021 Visual State 18.01 43.86 57.16 - - -
Ext-GAIL [5] † 2021 Visual State 21.27 49.46 61.70 16.41 43.05 60.93
P3IV w/o Adv. [53] 2022 Text 22.12 45.57 67.40 - - -
P3IV [53] 2022 Text 23.34 49.96 73.89 13.40 44.16 70.01
Ours - Text 26.40 53.02 74.05 16.49 48.00 70.16

4.2. Implementation Details

For a fair comparison, we follow the previous ap-
proach [53] to extract the representations of start and goal
visual states using the S3D network [28] pretrained on the
HowTo100M [29] dataset. The text encoder is adopted from
the pre-trained CLIP because the text model of P3IV [53]
cannot encode prompt sentences. We use a Transformer as
feature extractor.

We use Adam [22] optimizer with a weight decay of 0.4
and set the learning rate as 7e-4. Our model is trained for
200 epochs with a batch size of 32. We report the aver-
age results over three random trials. The method is imple-
mented in PyTorch [32]. Please refer to the Appendix for
more implementation details.

4.3. Comparison with State-of-the-Arts

On the CrossTask dataset, we compare our E3P with two
types of methods in procedure planning, and our proposed
E3P outperforms previous methods in all metrics as shown
in Table 1. Compared with previous text-supervised meth-
ods, our E3P obtains significant improvement, e.g., 3.06%
for T = 3 and 3.09% for T = 4 in terms of Success
Rate (SR). The results demonstrate that our E3P effectively
captures the relation of actions and predicts more accu-
rate procedures, which is attributed to our proposed event-
guided paradigm. Our model performs slightly better than
P3IV [53] in mIoU. This is because P3IV adopts an adver-
sarial strategy during training and samples 1500 procedures
in the inference phase to make the final prediction for each
procedure, while we make only one prediction. By remov-
ing the adversarial strategy from P3IV (i.e., P3IV w/o Adv),
our model outperforms it by 6.65% (T = 3) in terms of
mIoU. In addition, we compare our E3P with methods that
use intermediate visual states as supervision, and our E3P

Table 2: Comparison with the state-of-the-art methods on
a large dataset COIN for prediction horizon T ∈ {3, 4}. †
indicates using the visual state as supervision. The bold-
faced and underlined numbers indicate the highest and the
second-highest performance, respectively.

Methods
T = 3 T = 4

SR↑ mAcc↑ mIoU↑ SR↑ mAcc↑ mIoU↑

Random <0.01 <0.01 2.47 <0.01 <0.01 2.32
Retrieval-Based† 4.38 17.40 32.06 2.71 14.29 36.97

DDN [7]† 13.90 20.19 64.78 11.13 17.71 68.06
P3IV [53] 15.40 21.67 76.31 11.32 18.85 70.53

Ours 19.57 31.42 84.95 13.59 26.72 84.72

Table 3: Comparison with the state-of-the-art methods on
NIV dataset for prediction horizon T ∈ {3, 4}. † indicates
using the visual state as supervision. The bold-faced and
underlined numbers indicate the highest and the second-
highest performance, respectively.

Methods T = 3 T = 4
SR↑ mAcc↑ mIoU↑ SR↑ mAcc↑ mIoU↑

Random 2.21 4.07 6.09 1.12 2.73 5.84
DDN [7]† 18.41 32.54 56.56 15.97 27.09 53.84

Ext-GAIL [5]† 22.11 42.20 65.93 19.91 36.31 53.84
P3IV [53] 24.68 49.01 74.29 20.14 38.36 67.29

Ours 26.05 51.24 75.81 21.37 41.96 74.90

still outperforms all these methods.
We also conduct experiments on the COIN and NIV

datasets. The results are reported in Table 2 and Table 3.
Our E3P outperforms all previous methods on both datasets.
On the COIN dataset, the performance of our model far ex-
ceeds the latest state-of-the-art P3IV [53] by 4.17% (T = 3)
and 2.27% (T = 4) in terms of Success Rate (SR). On the
NIV dataset, our model improves the performance by up to
1.37% (T = 3) and 1.23% (T = 4) over the state-of-the-
art method [53] in terms of SR. The consistent results on
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Table 4: Comparison with the state-of-the-art methods on
CrossTask dataset for different prediction horizon T ∈
{3, 4, 5, 6}. † indicates using visual states as supervision.
The bold-faced and underlined numbers indicate the high-
est and the second-highest performance, respectively. The
results are evaluated on Success Rate (SR).

Methods T = 3 T = 4 T = 5 T = 6

Retrival-Based 8.05 3.95 2.40 1.10
DDN [7]† 12.18 5.97 3.10 1.20
P3IV [53] 23.34 13.40 7.21 4.40
Ours 26.40 16.49 8.96 5.76

Table 5: Ablation study of our method on the CrossTask
dataset for prediction horizon T ∈ {3, 4} in terms of Suc-
cess Rate (SR) and mean Accuracy (mAcc).

Model PFE EPG ARM
T = 3 T = 4

SR↑ mAcc↑ SR↑ mAcc↑
baseline 22.56 46.17 12.97 43.97
+ PFE ✓ 23.55 48.33 13.53 45.20
+ EPG ✓ ✓ 25.62 52.28 14.85 47.44

Full ✓ ✓ ✓ 26.40 53.02 16.49 48.00
Full w/o EPG ✓ ✓ 25.25 52.59 14.23 47.61

all three datasets demonstrate the effectiveness of our E3P,
which attributes to our novel event-guided paradigm.

We further verify the effectiveness of our method for dif-
ferent prediction horizons on the CrossTask dataset. The
results are reported in Table 4, our model shows significant
improvement compared with P3IV [53] in the more diffi-
cult long-time horizon prediction, i.e., 1.75% (T = 5) and
1.36% (T = 6) in terms of Success Rate (SR).

4.4. Ablation Study

Effect of main components in E3P. In Table 5, we ana-
lyze the effect of each component of our proposed method.
Following the P3IV [53], we apply an action classifier on
top of the backbone as our baseline, using action text labels
as supervision. By adopting the Prompting-based Feature
Extractor (PFE), we obtain an improvement over the base-
line. Then, by introducing Event-aware Prompt Generator
(EPG), our model obtains significant improvements, e.g.,
2.07% when T = 3 and 1.32% when T = 4 in terms of
SR, which demonstrates the effectiveness of our proposed
event-guided paradigm. Noteworthy, we evaluate the per-
formance of event classification based the start and goal
visual states and find that the event of procedure can gen-
erally be inferred from the observed states (e.g., the event
classification accuracy is 99.5% when T = 3). Then, by
introducing the Action Relation Mining (ARM) module,
our model obtains further performance improvement, e.g.,
0.78% when T = 3 and 1.64% when T = 4 in terms of SR,
which demonstrates the effectiveness of mining action asso-

Table 6: Quantitative analysis of DropRelation regulariza-
tion for prediction horizon T ∈ {3, 4, 5} on CrossTask
dataset in terms of Success Rate (SR).

Prediction Drop Rate (%)
Horizon 0 5 10 20 30 40
T = 3 26.04 26.40 26.33 26.26 25.87 25.76
T = 4 15.69 15.87 16.18 16.49 16.12 15.81
T = 5 7.95 8.23 8.54 8.77 8.96 8.68

Table 7: Effect of the pre-trained text Model (i.e., CLIP) on
CrossTask dataset for prediction horizon T ∈ {3, 4}. SR
and mIoU indicate Success Rate (SR) and mean Accuracy
(mAcc), respectively.

Model
T = 3 T = 4

SR↑ mAcc↑ SR↑ mAcc↑
Full 26.40 53.02 16.49 48.00

w/o CLIP 25.83 52.39 14.70 46.18
w/o CLIP & w/o EPG 24.67 49.88 13.93 44.33

ciations within each event. In addition, if the Event-aware
Prompt Generator is removed from the full E3P model, the
performance drops but still achieves state-of-the-art. We
mainly attribute this to the proposed ARM module, as there
are strong associations between actions even without know-
ing the event. In summary, the ablation study demonstrates
the effectiveness of the proposed event-guided model.

Analysis of DropRelation Regularization. In Table
6, we conduct a quantitative analysis of the DropRelation
regularization. In general, for all prediction horizons (i.e.,
T ∈ {3, 4, 5}), the performance of our method follows a
trend of first increasing and then decreasing. Compared
with a short prediction horizon (e.g., T = 3), the best drop
rate is higher for a longer prediction horizon (e.g., T = 5).
This is because the longer prediction horizon requires mod-
eling more diverse action relations, and a relatively large
drop rate ensures that our Action Relation Mining module
adequately covers different combinations of the action to-
kens during the training, thus enabling the model to ade-
quately consider the action associations. A drop rate of 20%
is a recommended choice for all prediction horizons.

Effect of the Pre-trained Text Model. In our method,
we use the pre-trained CLIP for the text representation ex-
traction. For a fair comparison, we report the result of
a variant of our E3P. Specifically, we replace the hand-
crafted text prompt (i.e., based on CLIP) with learnable
tokens (the same as P3IV [53]) and use one-hot action
and order labels as supervision. As shown in Table 7,
even if without the CLIP (i.e., w/o CLIP), our method
still achieves the state-of-the-art performance, i.e., 25.83%
when T = 3 and 14.70% when T = 4 in terms of Suc-
cess Rate (SR). Furthermore, we remove the Event-aware
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1-9:  get things out, start loose, jack up, unscrew wheel, withdraw wheel, put wheel, screw wheel, jack down, tight wheel.

AE = 3.8403 AE = 2.9668

Ours w/o ARM 

1 2 3 4 5 6 7 8 9

Ground Truth

1
2
3
4
5
6
7
8
9

1 2 3 4 5 6 7 8 9

Ours

1 2 3 4 5 6 7 8 9

1.0

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

1.0

0.8

Figure 6: Visualizations of the action transition matrix for the event “Change a Tire”
on the CrossTask dataset. The i-row-j-column depicts the probability of the transition
from i-th action to j-th action and there are nine actions in total. Darker color indicates
higher probability. Best viewed in color.

Prompt Generator from the above variant (i.e., w/o CLIP &
w/o EPG), our method still outperforms the latest state-of-
the-art P3IV [53] (i.e., 1.33% and 0.53% on SR of T = 3
and T = 4). These results demonstrate the effectiveness of
our approach again.

4.5. More Analysis

Quantitative Analysis by Event-Conflict Rate. Here,
we verify the effectiveness of our Event-aware Prompt Gen-
erator (EPG) by calculating an event-conflict rate, i.e., the
proportion of event-conflict procedure in all predicted pro-
cedures. An event-conflict procedure is defined as a proce-
dure with actions that belong to different events. As shown
in Figure 5, our full model predicts procedures with fewer
event-conflicts, compared to our model without the Event-
aware Prompt Generator (i.e., Ours w/o EPG). These results
demonstrate our event-guided paradigm helps exclude some
impossible actions in transforming a start state to the goal
state, bridging the semantic gap.

Analysis by the Action Transition Matrix. To ver-
ify the effectiveness of our Action Relation Mining (ARM)
module, we compute the ground truth action transition ma-
trix and the action transition matrix learned by a model.
The i-row-j-column element in the transition matrix depicts
the probability of the transition from i-th action to j-th ac-
tion (i.e., two successive actions). For an intuitive compar-
ison, we first focus on the action transition within an event
“Change a Tire” and visualize the transition matrix. As
shown in Figure 6, the action transition matrix learned by
our full model is more consistent with the Ground Truth,
compared with our E3P without Action Relation Mining
(“Ours w/o ARM”). The results demonstrate the effective-
ness of our proposed “mask-and-predict” approach for rela-
tion mining.

For a quantitative analysis, we introduce a quantitative
metric, namely Absolute Error (AE), to measure the dif-
ference between the learned transition matrix and the cor-

Table 8: Quantitative analysis of the learned transition ma-
trix on CrossTask dataset in terms of mean Absolute Error
(mAE) for prediction horizon T = 4.

Method Ours Ours w/o ARM P3IV [53]
mAE ↓ 2.55 3.21 3.56

Ours
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Unobserved 

Intermediate States

Correct 
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Figure 7: Quantitative analysis of the Event-aware Prompt
Generator (EPG). In this figure, we take a four-action pro-
cedure planning as an example. Best viewed in color.

responding ground truth. The AE is defined as AE =∑n
i=1

∑n
j=1 |Fij − Eij |, where n is the number of ac-

tions, F is the learned matrix and E is the ground truth
matrix. As shown in Figure 6, our full model achieves a
lower AE (2.96) compared with “Ours w/o ARM” (3.84) in
the “Change a Tire” event. Furthermore, we calculate the
mean Absolute Error (mAE) to measure the difference of
action matrices for all events. As shown in Table 8, our full
model achieves a much lower mAE compared with “Ours
w/o ARM”, which attributes to our proposed relation min-
ing scheme.

Qualitative analysis of the Event-aware Prompt Gen-
erator (EPG). In Figure 7, we give an example to demon-
strate the effect of our EPG. Due to the semantic gap be-
tween the observed start-goal states and unobserved inter-
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Figure 8: Quantitative analysis of the Action Relation Min-
ing (ARM) module. In this figure, we take a four-action
procedure as an example. Best viewed in color.

mediate actions, it is hard to predict “Add Sugar” and “Pour
Egg” without Event-aware Prompt Generator, as shown by
“Ours w/o EPG”. In contrast, our full model captures the
necessity of adding some sugar and eggs to make a fluffy
pancake, which shows the effectiveness of our event-guided
paradigm.

Qualitative Analysis of the Action Relation Mining.
In Figure 8, we give an example to demonstrate the effect
of our ARM. We find that “Ours w/o ARM” incorrectly
predicts the “Screw Wheel” as “Unscrew Wheel”, since it
does not capture the action association that “Screw Wheel”
should follow “Put Wheel”. In contrast, our full model pre-
dicts the correct procedure, which shows the importance of
modeling action relations and the effectiveness of our pro-
posed ARM.

5. Conclusion
In this work, we propose a novel event-guided paradigm

to bridge the semantic gap between the observed visual
states and unobserved intermediate actions, aiming at solv-
ing procedure planning from instructional videos with text
supervision. Based on the paradigm, we proposed an Event-
guided Prompting-based Procedure Planning (E3P) model,
which encodes event information into the sequential mod-
eling to support procedure planning. A mask-and-predict
approach is adopted to fully consider the strong action asso-
ciations within each event. Extensive experiments on three
datasets demonstrate the effectiveness of our event-guided
paradigm, and our E3P achieves a new state-of-the-art per-
formance. One limitation of both previous works and our
work is that, they perform poorly when being evaluated on
events that do not belong to the training set (i.e., Success
Rate < 1%), the future effort could be devoted to such
cross-event procedure planning from instructional videos.
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