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Abstract

We propose a novel method, LoLep, which regresses
Locally-Learned planes from a single RGB image to
represent scenes accurately, thus generating better novel
views. Without the depth information, regressing appro-
priate plane locations is a challenging problem. To solve
this issue, we pre-partition the disparity space into bins and
design a disparity sampler to regress local offsets for mul-
tiple planes in each bin. However, only using such a sam-
pler makes the network not convergent; we further propose
two optimizing strategies that combine with different dis-
parity distributions of datasets and propose an occlusion-
aware reprojection loss as a simple yet effective geometric
supervision technique. We also introduce a self-attention
mechanism to improve occlusion inference and present a
Block-Sampling Self-Attention (BS-SA) module to address
the problem of applying self-attention to large feature maps.
We demonstrate the effectiveness of our approach and gen-
erate state-of-the-art results on different datasets. Com-
pared to MINE, our approach has an LPIPS reduction of
4.8%∼9.0% and an RV reduction of 74.9%∼83.5%. We
also evaluate the performance on real-world images and
demonstrate the benefits.

1. Introduction
Single-view view synthesis allows a camera to roam

around a scene from a given photograph. It has been used
to generate compelling views for different applications in-
cluding image editing and augmented or virtual reality. The
underlying techniques require understanding the geometry
of scenes, reasoning about occlusions, and rendering high-
quality images of novel views in real time.

Many approaches have been proposed to solve this prob-
lem [41, 35, 22, 26, 40]. They synthesize novel views by
predicting a naive representation (e.g., depth maps, voxels,
or point clouds) from a single image and generating images
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Figure 1. Comparisons on the KITTI dataset. LoLep generates
state-of-the-art results and even LoLep with fewer planes uses less
memory and generates better novel views than previous methods
with more planes (LoLep-16 vs. MINE-32, MINE-64 and MPI-
32, LoLep-32 vs. MINE-64), which benefits from locally-learned
planes and self-attention occlusion inference. The batch size is 4.

for novel views using appropriate rendering techniques.
While these methods generate some positive results, they
limit the performance of single-view view synthesis due to
their inability to represent occluded regions well [37]. In
this context, layered representations [37, 38, 45, 21, 20, 13]
are more suitable for single-view view synthesis.

Recently, Multiplane Image (MPI) [45] has gained pop-
ularity as a layered representation and has been used for
single-view view synthesis [37]. Specifically, it is an
encoder-decoder structure supervised by multiple images
from different views of a given scene and is used to pre-
dict multiple planes of RGB and alpha values from a single
image. MINE [20] combines MPI with NeRF [25] and gen-
eralizes MPI into a continuous depth MPI by considering
multiple plane location inputs. This can improve the per-
formance of single-view view synthesis to better infer geo-
metric primitives in a scene. However, these methods sam-
ple plane locations randomly, which makes it hard for the
planes to learn optimal scene representations. As a result,
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Figure 2. Overview. LoLep regresses locally-learned planes to represent scenes accurately without a depth map input mainly relying
on three novel components. (a) Disparity Sampler: regressing accurate locations for multiple planes from only the RGB image; (b)
Occlusion-aware Reprojection Loss: a simple yet effective geometric supervision technique for single-view view synthesis to learn
better geometry; (c) Block-Sampling Self-Attention: supporting self-attention applied to large feature maps for higher performance. ‘⊕’
concatenates two tensors.

these methods usually require more planes to obtain satis-
factory novel views, requiring huge computing power. To
alleviate this requirement, a key issue is how to fully utilize
the limited planes to obtain the most accurate scene repre-
sentation as possible.

Previous works [21, 13] solve this issue by regressing
more accurate locations for multiple planes. Due to the lack
of supervision and using globally-learned planes, however,
their networks take an RGB image and an additional depth
map as input. The depth map is provided by a pretrained
depth prediction network, which introduces a heavy depen-
dence on other networks.
Main Results: We present a novel single-view view syn-
thesis method based on Multiplane Image, LoLep. LoLep
aims to make full use of locally-learned planes to represent
scenes accurately, thus generating better novel views from a
single RGB image with less memory (Figure 1). In order to
achieve that, we pre-partition the disparity space into bins
and design a disparity sampler to condition local offsets of
planes on a single RGB image. However, due to the lack of
depth information, applying the sampler directly makes the
network not convergent. We further propose two optimizing
strategies that combine with different disparity distributions
of datasets and an occlusion-aware reprojection loss to solve
it (described in Section 4.1). To improve the ability for oc-
clusion inference, we introduce a self-attention mechanism
to our decoder and present a Block-Sampling Self-Attention
(BS-SA) module to work for large feature maps (described
in Section 4.2). Overall, the novel components of our ap-
proach include:

• We propose a novel single-view view synthesis method
based on Multiplane Image, LoLep, that regresses ac-
curate scene representations and generates better novel
views on scene geometry and occluded regions.

• We introduce a self-attention mechanism to improve
occlusion inference and present a BS-SA module to
address the problem of applying self-attention on large
feature maps.

• We compare with prior methods and show that LoLep
outperforms MINE on different datasets with an LPIPS
reduction of 4.8%∼9.0% and an RV reduction of
74.9%∼83.5%. Moreover, LoLep with fewer planes
uses less memory and generates better results than
prior methods with more planes.

2. Related Works

Multi-view View Synthesis. Multi-view view synthesis
is a well-studied problem, and methods in this area gen-
erate images for novel views given a set of images from
different views of the same scene. Some earlier methods
are based on interpolating nearby views [19, 12, 4]. How-
ever, synthesizing novel views using interpolation tech-
niques without a 3D representation causes inconsistency
between different generated views. To alleviate this prob-
lem, many approaches based on depth maps [5, 28] and
multi-view geometry [7, 8, 47, 18] have been proposed.
Moreover, deep learning methods have also been applied
to novel view synthesis [45, 15, 34, 6, 24, 1]. Some of
these methods use deep neural networks to improve on tra-
ditional approaches, so they can be applied to more chal-
lenging scenarios. Recently, NeRF [25] techniques have
been used to generate improved results for view synthesis.
However, these techniques can only generate novel views
of specific static scenes and involve intensive computation.
Many techniques have also been proposed to improve the
performance [36, 43, 23, 27, 2, 42]. Unlike these meth-
ods, we deal with the problem of single-view view synthe-
sis, which only has one input image at test time.
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Table 1. Symbols and Notation
I image df far disparity (·)s an entity related to the source view or the source camera
D depth map dn near disparity (·)t an entity related to the target view or the target camera
d disparity value N number of planes (·)i an entity related to the i-th plane
z depth value K intrinsic matrix (·)zi an entity related to the plane, whose depth is zi
H height T transformation matrix θED parameters of the encoder-decoder
W width R rotation matrix θS parameters of the disparity sampler
c RGB values t translation vector π(·) projecting a 3D camera coordinate to 2D pixel coordinate
σ volume density values (̂·) predicted results π−1(·) the inverse operation of π(·)

Single-view View Synthesis. Compared to multi-view
view synthesis, single-view view synthesis is a more chal-
lenging task and has wider applications. Deep3D [41] pre-
dicts a probabilistic disparity map from the left eye’s view
and renders a novel image for the right eye. The missing
regions are inpainted implicitly using neural networks. [26]
renders novel views using a predicted depth map. They
utilize context-aware inpainting to fill in missing regions,
thereby generating better results. To make single-view view
synthesis more general, SynSin [40] takes a single image as
input and can synthesize an image at any given pose. Re-
cently, many approaches based on layered representations
have been proposed that are better at handling occluded re-
gions. [38] uses layered depth images (LDI) for single-view
view synthesis, successfully inferring not only the depth of
visible pixels but also the texture and depth of content that
is occluded. [37] performs single-view view synthesis us-
ing MPI, which results in better performance. [21] extends
MPI representation and proposes Variable MPI, which al-
lows the locations of multiple planes to be inferred from the
input image and the depth map. To further explore the po-
tential of MPI for view synthesis, [20] combines MPI with
NeRF and propose a novel layered representation called
MINE, which results in considerable performance improve-
ment. AdaMPI [13] was recently proposed to synthesize
novel views for in-the-wild photographs, but it still requires
a depth map input. In general, these prior MPI-based meth-
ods either randomly sample plane locations, which requires
more planes and incurs huge computing overhead, or learn
plane locations globally, which requires an additional depth
map input.

3. Background
The symbols and notation in this paper are defined in

Table 1. Our approach employs the same scene representa-
tion as MINE [20], which is referred to as MINE planes in
this paper. MINE planes are a set of 4-channel (i.e., RGB
and volume density) planes parallel to the current camera
at different disparities and can be used to render the image
and depth map in the current view using volume render-
ing. Specifically, given MINE planes (i.e., {czi , σzi |i =
1 · · ·N}), the current view can be rendered as:

Î =
∑N

i=1 wic
zi , wi = Ti(1− exp(−σziδzi)), (1)

where Ti = exp(−
∑i−1

j=1 σ
zjδzj ) : R2 → R+ is the

map of accumulated transmittance from the first plane to
the i-th plane, and Ti(x, y) denotes the probability of a ray
traveling from (x, y, z1) to (x, y, zi) without hitting any
object. Furthermore, δzi(x, y) = ||π−1([x, y, zi+1]

T ) −
π−1([x, y, zi]

T )||2 : R2 → R+ is the distance map between
planes i + 1 and i. The depth map of the current view can
be rendered similar to Eq. (1), i.e.:

D̂ =
∑N

i=1 wizi. (2)

Given MINE planes in the source view, a target view can
be generated using a homography warping and volume ren-
dering [16, 25]. Following the standard inverse homogra-
phy [37, 14, 45], the correspondence between a pixel co-
ordinate [xs, ys]

T in a source plane and a pixel coordinate
[xt, yt]

T in a target plane is given by:

[xs, ys, 1]
T ∼ Ks(R− tnT

zi
)K−1

t [xt, yt, 1]
T , (3)

where n = [0, 0, 1]T is the normal vector of MINE planes
in the target view. For brevity, we denote Eq. (3) as
[xs, ys]

T = W(xt, yt). MINE planes in the source view
can then be projected to the target view as: czit (xt, yt) =
czis (W(xt, yt)), σzi

t (xt, yt) = σzi
s (W(xt, yt)). Generated

MINE planes in the target view are used to render the target
image and the target depth map using Eqs. (1) and (2).

4. Our Method
In this section, we present our novel approach for single-

view view synthesis. Figure 2 gives an overview of our ap-
proach. The source image is first fed into the encoder and
the disparity sampler. The encoder is used to extract im-
age features, and the disparity sampler is used to regress
locally-learned plane locations (described in Section 4.1.2).
The regressed locations are embedded in the same man-
ner as NeRF [25] and concatenated with extracted features
through channels. The decoder takes the concatenated fea-
tures as input and predicts locally-learned planes in the
source view, which can be used to render images in novel
views. The appearance loss is computed mainly using the
difference between the ground truth and predicted novel
views. To build our occlusion-aware reprojection loss, an
occlusion mask is first obtained using our detection method,

10843



and the reprojection loss is computed as the masked dif-
ference between the projected image and the ground truth
(described in Section 4.1.3). Our BS-SA module can be ap-
plied after any layer of the decoder to handle occlusions
without worrying about large feature maps (described in
Section 4.2).

4.1. Locally-Learned Planes

4.1.1 The Point for Locally-Learned Planes

Compared to fixed planes. The insight on using MINE
planes is to approximate the integral of volume rendering
using the rectangular approximation method. Imagine that
there are two rays that intersect on a pixel of a given plane.
If the plane location is fixed, the network can only set this
pixel to the average of densities of sampled points in two
views, aiming to obtain a good approximation of the integral
in both views. However, if the plane location is flexible
(i.e., learned), the network can find a better plane location
at which the densities of sampled points in two views are
more similar or exactly the same, which provides a more
accurate approximation of the integral of volume rendering
for all views.
Compared to globally-learned planes. Since networks
tend to produce low-frequency outputs, if there is not
enough supervision or regularization, globally-learned
planes would cluster around a certain disparity, and one of
those planes would cluster all rendering weights (shown in
our supplementary materials). Therefore, previous methods
with globally-learned planes usually require a depth map as
an additional input [21, 13]. Locally-learned planes itself as
a regularization can avoid this issue.

For the reasons above, we first propose a disparity sam-
pler to regress plane locations, which is then fed into a de-
coder to obtain locally-learned planes. However, a direct
application of such a pipeline still makes the network not
convergent due to the lack of depth information. We further
propose two optimizing strategies that combine different
disparity distributions of datasets to solve this issue. In ad-
dition, an occlusion-aware reprojection loss is also explored
as a novel geometric supervision technique for single-view
view synthesis.

4.1.2 Disparity Sampler

We design the disparity sampler as an encoder, taking a sin-
gle image as input and regressing several offsets {vi|0 <
vi < 1, i = 1 · · ·N}. For locally learning, we pre-partition
the disparity space [df , dn] into N bins uniformly, and the
locations of locally-learned planes are computed as:

di = dn + (vi + i− 1)
df−dn

N . (4)

Our formulation naturally restricts each locally-learned
plane into the corresponding bin, thereby preventing planes

from clustering as globally-learned planes do.
We observe that different datasets may have different dis-

parity distributions, which impacts the convergence of our
network. We divide these disparity distributions into two
cases. The first is the uniform disparity distribution, which
has approximately the same number of pixels at each dis-
parity, while the second is the aggregated disparity distri-
bution, which has most pixels concentrated at some dispar-
ities that are far apart and only a few pixels at the rest of the
values. Detailed descriptions and visualizations of the dis-
tributions can be found in our supplementary materials. To
make our disparity sampler work well with both disparity
distributions, we propose the following parameter optimiz-
ing strategies.

Parameter optimizing strategy for uniform disparity
distribution (U-opt): For images with uniform disparity
distributions (e.g., the KITTI and RealEstate10K datasets),
there are enough pixels in each bin to optimize the network
parameters. Therefore, we propose U-opt to simultaneously
optimize θED and θS to fit (c,σ) = FθED,θS (Is,S(Is)).

Parameter optimizing strategy for aggregated dispar-
ity distribution (A-opt): For images with aggregated dis-
parity distributions (e.g., the Flowers Light Field dataset),
there could be only a few pixels in some bins for optimiza-
tion, which cannot provide enough supervision to learn θED

and θS jointly. Therefore, we design A-opt, which uses a
two-stage procedure. In the first stage, we optimize θED

without the disparity sampler. In the second stage, we em-
ploy the full pipeline in Figure 2, learning θED with a small
learning rate and θS with a big one. The first stage aims to
provide a better initialization for the encode-decoder, based
on which the sampler can be updated in the right direction
during the second stage even with a few pixels.

Our proposed sampler is somewhat similar to Ad-
abins [3]. Adabins and our method both attempt to get a
depth distribution prior for each image, thus obtaining bet-
ter prediction. However, due to different tasks and condi-
tions, we have different designs: (1) With the ground truth
depth, Adabins learns depth distributions globally, which is
not feasible for our task, as explained in Section 4.1.1. (2)
The task of Adabins is the monocular depth estimation, so
Adabins employ a heavy network (an encoder-decoder and
an mViT) to obtain a depth distribution prior (compared to
our disparity sampler). This will cause high computing re-
quirements, which is not expected in our work.

4.1.3 Occlusion-Aware Reprojection Loss

The occlusion-aware reprojection loss supervises only ren-
dered depth maps, making up for the lack of depth supervi-
sion and helping to obtain better scene geometry. According
to multi-view geometry [14], a pixel coordinate in the target
image [xt, yt]

T can be projected to a camera coordinate in
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Figure 3. Block-Sampling Self-Attention Module. The block-sampling self-attention module reduces the size of the attention matrix from
HW ×HW to M ×HW and solves the issue that the original self-attention mechanism cannot be applied to large feature maps. M is a
hyper-parameter. “⊗” denotes matrix multiplication. The softmax operation is performed on each row.

the source view [Xs, Ys, Zs]
T as

[Xs, Ys, Zs]
T = Tt→sπ

−1([xt, yt, D̂t(xt, yt)]
T ). (5)

[Xs, Ys, Zs]
T can be further projected to a pixel coordinate

[xs, ys]
T in the source image as

[xs, ys]
T = π([Xs, Ys, Zs]

T ). (6)

Then a pixel [xt, yt]
T in the target image is considered oc-

cluded if Zs−D̂s(xs, ys) >= c·s, where c is a constant that
equals 0.2 in our experiments and s is the scale of learned
planes. The generated occlusion mask is denoted as Mo,
with 1 for occluded pixels and 0 for others.

Based onMo, the occlusion-aware reprojection loss can
be computed as:

Lrep = 1
HW

∑
|It − Irt | · (1−Mo), (7)

where It is the ground truth in the target view. Irt is the
image in the target view projected from the ground truth in
the source view using Eqs. (5) and (6).

Combined with the reprojection loss, our overall loss is:

Ltotal = Lapp + λLrep, (8)

where Lapp is the appearance loss, built on the edge-aware
smoothness loss [10, 11] and the L1 loss between Ît and It.
λ is set to 1 after searching in a manual range.

4.2. Self-Attention Occlusion Inference

The self-attention mechanism [39] improves the per-
formance of neural networks by considering the correla-
tion between features. Intuitively, it can be employed to
infer occluded pixels using dis-occluded regions. How-
ever, due to the huge size of the attention matrix, the self-
attention mechanism has prohibitive computational cost and

vast video memory occupation [46] and is hard to be used
on large feature maps for higher performance. To alleviate
this problem, we propose a BS-SA module.

As shown in Figure 3, image features from the previous
layer x ∈ RH×W×Ci are first transformed into different
feature spaces Q(x) ∈ RH×W×Ch , K(x) ∈ RH×W×Ch ,
and V(x) ∈ RH×W×Ch using 1 × 1 convolutions. Unlike
the original self-attention mechanism that causes an atten-
tion matrix of size HW × HW , our BS-SA module re-
duces the size to M×HW with slight accuracy sacrifice by
block-sampling M query points during each training step.
Specifically, during each training step, we block-sample M
locations in feature maps and take features ofQ(x) at these
locations as the query vector instead of all the features of
Q(x). The query vector is then multiplied with flattened
features ofK(x) to obtain a smaller attention matrixA. The
resulting features of query points can be computed by mul-
tiplying A with the flattened features of V(x), while those
of other points are set to the same as V(x). We summarize
our BS-SA module in Algorithm 1.

5. Implementation and Results
In this section, we describe the implementation and eval-

uate the performance on different datasets. We perform both
quantitative and qualitative comparisons on the KITTI [9],
Flowers Light Fields [35], and RealEstate10K [45] datasets.
We use the same metrics (SSIM, PSNR, and LPIPS 1 ) as
previous works [37, 20] to measure the quality of synthe-
sized images and propose a new metric, Rendering Variance
(RV), to measure the dispersion of weights in the volume
rendering. We conduct many ablation studies on the KITTI

1 The reported results on LPIPS in MINE [20] is wrong. They in-
put images in the range [0, 1] to the LPIPS function, instead of [-1, 1].
(https://github.com/vincentfung13/MINE/issues/4).
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Algorithm 1: Block-Sampling Self-Attention.
Input: The features from the previous layer x; The

number of sample points M .
Output: Output features y.

1 Taking x as input, compute Q(x),K(x), and V(x)
using 1x1 convolutions.

2 Randomly block-sample M features in Q(x), and
take sampled features as the query vector QM (x).

3 Kf (x)← flatten(K(x));
4 Vf (x)← flatten(V(x));
5 A ← softmax(QM (x)×Kf (x)T );
6 Vnew ← A× Vf (x);
7 Update Vf (x) using Vnew to obtain the resulting

featuresR(x);
8 TakingR(x) as input, compute middle features
Z(x) using a 1x1 convolution;

9 y ← Z(x) + x.

dataset to demonstrate the functionality of each proposed
component, and a depth evaluation is also performed on the
NYU-Depth V2 [33] and iBims-1 [17] datasets. Moreover,
we compare our model with MINE on real-world images in
our supplementary materials (SMs).

5.1. Rendering Variance

Given a ray ϕ with N sample points, rendering variance
(RV) is formulated as:

RV (ϕ) =
∑

i wi(s · zi − z)2. (9)

wi is defined in Eq. (1), and zi is the depth of the i-th
sample. z is the ground truth depth. s is a relative scale
to solve the scale ambiguity of depth from a single im-
age [37]. RV computes a weighted variance of depths of the
sample points, and the weights are obtained using volume
rendering. Intuitively, with smaller RVs, the rendering will
concentrate on fewer sample points around the real depth,
which may not do much for the current view but will gen-
erate sharper images with fewer artifacts for novel views.
Since the RealEstate10K and Flowers Light Field dataset
do not provide the ground truth depth, we only compare RV
on the KITTI dataset in our experiments (using their public
LiDAR data).

5.2. View Synthesis on KITTI

Using the same settings as previous works [37, 38, 20],
20 city sequences of the dataset are used to train our mod-
els, 4 sequences are used for validation, and the remaining
4 sequences are used for testing. During training, the left or
the right image is randomly taken as the source image, and
the other is the target image. Following [20], we also crop

Table 2. Evaluation results on the KITTI dataset. LoLep obtains
the best performance compared to prior methods, and even LoLep
with fewer planes uses less memory and generates better results
than prior methods with more planes. The image resolution is
384× 128. The best is in bold, and the second best is underlined.

Methods LPIPS1↓ SSIM↑ PSNR↑ RV↓ Memory(MB)↓ Converge↓
(train/inference) Iterations

LDI [38] - 0.572 16.50 - - -
MPI-32 [37] - 0.733 19.50 - - -
MINE-16 [20] 0.146 0.806 21.48 839.17 8495 / 2039 30k
MINE-32 [20] 0.134 0.813 21.52 492.50 14351 / 3167 30k
MINE-64 [20] 0.127 0.818 21.65 197.65 28457 / 5287 34k
LoLep-16 (full) 0.134 0.820 21.88 138.74 10868 / 2232 24k
LoLep-32 (full) 0.122 0.825 22.07 89.61 17208 / 3478 25k
LoLep-64 (full) 0.117 0.828 22.17 49.53 32421 / 5639 28k

* The training batch size is 4 and that of the inference is 1.

5% from all sides of images when testing. The quantitative
results have been shown in Table 2. LoLep has better per-
formance than previous methods, and even our models with
fewer planes use less memory and generate better results
than models of previous methods with more planes (e.g.,
LoLep-16 vs. MINE-32, MINE-64 and MPI-32, LoLep-32
vs. MINE-64). The massive reduction of RV shows that our
regressed locations allow the volume rendering to concen-
trate on fewer and more accurate planes, thereby generat-
ing sharper results and alleviating artifacts for novel views.
As shown in Figure 4, LoLep can handle occlusions better
(Figure 4(B)) and generate more reasonable geometry and
shaper images (Figure 4(A), (C)-(D)).

Table 3. Evaluation results on the RealEstate10K dataset. LoLep
generates better results than prior methods. The image resolution
is 384×256. The best is in bold, and the second best is underlined.

Methods LPIPS1↓ SSIM↑ PSNR↑ Memory(MB)↓ Converge↓
(train/inference) Iterations

SynSin [40] - 0.740 22.31 - -
MPI-32 [37] - 0.785 23.52 - -
MINE-16 [20] 0.208 0.804 23.71 13195 / 2671 1500k
MINE-32 [20] 0.187 0.813 24.33 19842 / 3955 1580k
MINE-64 [20] 0.176 0.818 24.50 34231 / 6421 1660k
LoLep-16 (full) 0.191 0.816 24.41 14963 / 2932 1000k
LoLep-32 (full) 0.174 0.828 25.02 22987 / 4413 1030k
LoLep-64 (full) 0.161 0.832 25.14 38754 / 6845 1100k

* The training batch size is 4 and that of the inference is 1.

5.3. View Synthesis on RealEstate10K

RealEstate10K [45] is a large-scale dataset collected
from video clips on YouTube and consists of over 70,000
video sequences. Since different sequences have different
scales, we use COLMAP [30, 31] to generate sparse point
clouds of each sequence for scale-invariant learning [37].
Due to the huge size of the dataset, we randomly select
10% from the official training sequences to train our model.
For testing, we randomly sample 600 sequences from the
official test split and draw 5 frames from each sequence
as source images. During both training and testing, target
images are in the same sequence as source images and are
randomly selected within 30 frames of source images. As
shown in Table 3, LoLep generates better results than pre-
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Figure 4. Qualitative comparison on the KITTI dataset. All images are from the test dataset and highlight the benefits of LoLep. (A)
MINE synthesizes a broken pole. (B) MINE fails to infer occluded regions, thereby causing ghosting. (C) MINE regresses a suboptimal
scene representation, thereby generating ghosting. (D) MINE synthesizes a twisted pole due to inconsistent depths of the pole.

Table 4. Evaluation results on the Flowers Light Field dataset. The
image resolution is 512×384. The best is in bold, and the second
best is underlined.

Methods LPIPS1↓ SSIM↑ PSNR↑ Memory(MB)↓ Converge↓
(train/inference) Iterations

LLFF [35] - 0.822 28.10 - -
MPI-32 [37] - 0.851 30.10 - -
MINE-16 [20] 0.208 0.862 29.86 13251 / 4042 250k
MINE-32 [20] 0.201 0.868 30.17 20340 / 6373 252k
MINE-64 [20] 0.188 0.873 30.31 34503 / 11407 260k
LoLep-16 (full) 0.198 0.868 30.21 15746 / 4832 200k
LoLep-32 (full) 0.183 0.876 30.35 23427 / 7231 200k
LoLep-64 (full) 0.181 0.880 30.41 39054 / 12384 205k

* The training batch size is 2 and that of the inference is 1.

vious methods on all metrics. Qualitative results in Figure
5 further demonstrate that LoLep synthesizes sharper and
more realistic images for novel views (Figure 5(A)-(B)).

5.4. View Synthesis on Flowers Light Fields

The Flowers Light Fields dataset [35] consists of 3,343
light field photos of flowers. During training, a random im-
age is selected as the source image and another image in the
same light field is taken as the target image. In testing, we
use a center image as the source image and four corner im-
ages as the target images. The training and testing splits are
obtained from [20]. Quantitative results are shown in Table
4 and qualitative results are shown in our SMs.

5.5. Depth Evaluation on NYU-V2 and iBims-1

We further perform the depth evaluation on the NYU-
Depth V2 [33] and iBims-1 [17] datasets using 64-plane
models trained on RealEstate10K; the results are shown in
Table 5. Since the models are trained on RealEstate10K but
evaluated on other datasets, the generalization of models is

Table 5. Depth Evaluation on NYU-Depth V2 and iBims-1. The
significant improvements show the superiority of LoLep in re-
gressing more accurate scene representation. The best is in bold.

Data Methods rel↓ log10↓ RMS↓ σ1 ↑ σ2 ↑ σ3 ↑ RV↓

NYU MINE-64 0.17 0.07 0.58 0.77 0.93 0.98 3.41
LoLep-64 0.15 0.06 0.49 0.81 0.95 0.99 2.53

iBims MINE-64 0.17 0.08 0.73 0.75 0.91 0.96 3.95
LoLep-64 0.15 0.06 0.62 0.81 0.94 0.99 3.02

the key to obtaining good performance. In our settings, we
only using 10% of the dataset for training makes our models
not have good generalization ability for new datasets, so the
quality of depth maps is not comparable to state-of-the-art
methods in depth estimation. However, depth maps gen-
erated by our models are significantly better than those of
MINE with the same settings, which demonstrates that our
method can regresses more accurate scene representation, a
major point of improvement. Qualitative comparisons are
shown in our SMs.

5.6. Ablation Study

To further demonstrate the benefits of our proposed
methods, we perform some ablation studies on the KITTI
dataset; the results are shown in Table 6. (a.1)-(a.4) com-
pare different approaches to obtaining plane locations. (a.1)
is our baseline, obtaining plane locations by first dividing
the disparity space into N bins and then randomly selecting
locations in each bin as [20] does. (a.2) obtains plane lo-
cations by equally dividing the disparity space. (a.3) learns
plane locations globally. (a.4) learns plane locations locally
using our proposed sampler with U-opt, which is the best
way verified by our experiments. (b.1)-(b.2) show the func-
tionality of our proposed components, and (b.3) shows that
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Table 6. Ablation study on the KITTI dataset. Our proposed components improve the performance for single-view view synthesis. For the
BS-SA module, the performance improvement becomes greater as the number of sampling points M increases, but a too small M causes
performance degradation. “Locations” indicates the method used to obtain plane locations. “SA-i” applies the original self-attention
mechanism after the i-th layer of the decoder. “BS-SA-i(X)” applies our BS-SA module after the i-th layer of the decoder with M = X .
“Reprojection” indicates whether the occlusion-aware reprojection loss is used. The best is in bold, and the second best is underlined.

Label Methods Locations Attention Reprojection LPIPS↓ SSIM↑ PSNR↑ RV↓ Video Memory
(train)

(a.1) LoLep-16 Random 0.146 0.806 21.48 839.17 8495MB
(a.2) LoLep-16 Equally-divided 0.158 0.793 21.28 992.32 8495MB
(a.3) LoLep-16 Globally-learned 0.207 0.703 19.64 3524.53 8518MB
(a.4) LoLep-16 U-opt 0.138 0.814 21.72 182.13 8518MB
(b.1) LoLep-16 Random BS-SA-3(400) 0.142 0.813 21.62 730.45 10645MB
(b.2) LoLep-16 Random

√
0.141 0.813 21.70 722.67 8506MB

(b.3) LoLep-16 Random w/oMo 0.151 0.802 21.32 815.46 8502MB
(c) LoLep-16 U-opt SA-2

√
× × × × ≫ 24576MB

(d.1) LoLep-16 U-opt SA-1
√

0.136 0.816 21.78 140.42 8856MB
(d.2) LoLep-16 U-opt BS-SA-1(200)

√
0.136 0.816 21.76 138.20 8596MB

(e.1) LoLep-16 U-opt
√

0.138 0.814 21.74 145.33 8542MB
(e.2) LoLep-16 U-opt BS-SA-3(100)

√
0.142 0.808 21.57 271.56 9264MB

(e.3) LoLep-16 U-opt BS-SA-3(400)
√

0.134 0.820 21.88 138.74 10868MB
(e.4) LoLep-16 U-opt BS-SA-3(1500)

√
0.132 0.824 21.94 115.27 19346MB

Figure 5. Qualitative comparison on the RealEstate10K dataset. (A) MINE fails to infer the geometry of the balustrade in stairs. (B)
MINE generates many artifacts and blurry regions. In contrast, LoLep generates improved results.

only using a reprojection loss without an occlusion mask
degrades the performance.

We also perform some experiments to explore the bene-
fits of our BS-SA module. (c) shows that the original self-
attention cannot be applied to feature maps of size 32×96
due to the vast memory overhead. However, our BS-SA
module even can be applied to feature maps of size 64×192
for higher performance ((d.1) and (e.3)). Compared to the
original self-attention, our BS-SA module can obtain com-
parable accuracy with less memory ((d.1)-(d.2)). In addi-
tion, as shown in (e.1)-(e.4), we can trade between the mem-
ory overhead and the performance by adjusting the num-
ber of sampling points M . As M increases, the improve-
ments of our BS-SA module increase. However, a too small
value of M leads to performance degradation because too
few samples cannot guide parameters to update in the right
direction.

6. Discussion on Methods using Monocular
Depth Estimators

In some cases, off-the-shelf monocular depth estimators
indeed aid in learning reasonable locations of MPI [32, 21,
13]. However, monocular depth estimation is still a chal-
lenging problem and has many unsolved limitations [44]
(e.g., reflections and transferability), inevitably introduc-
ing these limitations to the single-view view synthesis. For
example, Fig. 6 compares our approach to AdaMPI [13]
on a real-world scene with mirror reflections. Due to the
wrong depth estimation for reflection regions (the red box),
AdaMPI produces obvious artifacts (yellow boxes). In con-
trast, our approach generates more resonable results. A pos-
sible explanation is that our sampler is jointly learned with
the view synthesis task and solve only a simpler optimiza-
tion problem (learning locations for different depth levels)
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(a) Input (b) Depth map (using DPT[1])  

(c) AdaMPI (d) LoLep (Ours)

Figure 6. A failure case of AdaMPI on a scene with mirror
reflections. (b) is generated using DPT [29], consistent with
AdaMPI.

than monocular depth estimation (learning per-pixel depth
values).

7. Conclusion, Limitations, and Future Work
We present a novel method, LoLep, for single-view view

synthesis that regresses locally-learned planes to represent
scenes accurately, thus generating better novel views. This
includes a novel disparity sampler with different parame-
ter optimizing strategies, exploration of an occlusion-aware
reprojection loss, and a novel BS-SA module that can be
applied to large feature maps. Results on different datasets
and real-world images show that LoLep can generate better
results and achieve new state-of-the-art performance.
Limitations. Although locally-learned planes prevent all
planes from clustering around a certain disparity and obtain
promising results, it is a suboptimal solution. An optimal
solution should allow planes to be optimized through the
whole disparity space and prevent them from clustering us-
ing some new techniques. In the future, we will work on
this topic and provide a further solution.
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