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Abstract

Existing open vocabulary object detection (OVD) works
expand the object detector toward open categories by re-
placing the classifier with the category text embeddings and
optimizing the region-text alignment on data of the base cat-
egories. However, both the class-agnostic proposal gen-
erator and the classifier are biased to the seen classes as
demonstrated by the gaps of objectness and accuracy as-
sessment between base and novel classes. In this paper,
an open corpus, composed of a set of external object con-
cepts and clustered to several centroids, is introduced to im-
prove the generalization ability in the detector. We propose
the generalized objectness assessment (GOAT) in the pro-
posal generator based on the visual-text alignment, where
the similarities of visual feature to the cluster centroids are
summarized as the objectness. This simple heuristic eval-
uates objectness with concepts in open corpus and is thus
generalized to open categories. We further propose cate-
gory expanding (CE) with open corpus in two training tasks,
which enables the detector to perceive more categories in
the feature space and get more reasonable optimization di-
rection. For the classification task, we introduce an open
corpus classifier by reconstructing original classifier with
similar words in text space. For the image-caption align-
ment task, the open corpus centroids are incorporated to en-
large the negative samples in the contrastive loss. Extensive
experiments demonstrate the effectiveness of GOAT and CE,
which greatly improve the performance on novel classes
and get new state-of-the-art on the OVD benchmarks.

1. Introduction
As a fundamental task in computer vision community,

object detection is previously bounded in a close-set vocab-
ulary to localize and categorize objects in images. Extend-
ing to new categories requires exhaustive human annotated
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Figure 1: Illustration of the objectness comparison between
the base and novel objects assessed by the proposal gener-
ators and the proposed GOAT. Conventional proposal gen-
erators prefer base categories and the proposed GOAT is
generalized for open categories. The objectness scores af-
ter sigmoid function are summarized for all base and novel
categories and normalized for comparison.

data and specific retraining strategies. Inspired by success
of the large-scale visual-language (VL) models [28, 18] ap-
plied to open vocabulary recognition, recent open vocabu-
lary object detection (OVD) works transfer the multi-modal
capabilities of pre-trained VL models to object detection.
The semantic categories are represented as text embeddings
and the alignment of region-text feature space enables to
detect novel categories described by text inputs.

OVD expands traditional object detection to open cate-
gories and frees the requirement of costly human annota-
tions, which has recently attracted growing interest. In the
seminal work, OVR-CNN [37] defines the notion of OVD
and adapts a trained VL model on a Faster-RCNN architec-
ture to align visual features with the category embeddings
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for region classification. RegionCLIP [41] and GLIP [19]
adapt the CLIP model to region recognition by fine-tuning
with grounding data or pseudo-labeled detection data. Zhou
et al. [42] and Lin et al. [21] combine object detection with
external recognition or caption datasets to improve the gen-
eralization ability. The class-agnostic proposal generators
(e.g., RPN [29] or Center head [43]) in these works are ex-
pected to be generalized to open categories.

However, we found these proposal generators are usu-
ally trained on the seen classes and biased toward them. As
shown in Figure 1, the proposal generator trained on COCO
[22] or LVIS [14] dataset usually gives higher objectness
estimations on the seen classes. It indeed undermines the
generalization ability on novel categories. In this paper, we
propose a generalized objectness assessment (GOAT) strat-
egy by referencing visual features to the open object corpus
with a set of object concepts collected from the recognition
[7] and caption datasets [5, 30]. The anchor features are
projected to the same feature space with text embeddings
and the similarities of anchor feature to the centroids of con-
cept clusters are summarized as the generalized objectness.
This simple heuristic evaluates objectness with concepts in
an open corpus and is theoretically generalized for open cat-
egories. As demonstrated in Figure 1, GOAT is generalized
for both novel and base objects and suppresses the back-
ground for two kinds of proposal generators and datasets.

Based on the open corpus, we also propose category ex-
panding (CE) to enlarge the positive and negative category
sets in two aspects. For the region classification, we addi-
tionally introduce an open corpus classifier (OCC) by re-
constructing each category embedding in original classifier
with similar words in the text feature space. OCC encour-
ages the feature to fit open categories similar to the seen
classes and avoids to over-fit the seen classes. It essen-
tially enlarges the positive sets for all the categories with
the surrounding clusters. For the image-caption matching,
the open corpus clusters are used to enrich the negative sam-
ples, which is proved effective to improve the performance
in contrastive loss. Category expanding enables the model
to perceive more positive and negative categories in the fea-
ture space and get more reasonable optimization directions.

In summary, we introduce an open object corpus to im-
prove the generalization ability of OV detector. The contri-
butions can be summarized as follows:

• Based on the open corpus, we propose a GOAT mod-
ule in the proposal generator. GOAT assesses visual
objectness with open object concepts and is thus gen-
eralized to open categories.

• Based on the open corpus, we propose the category ex-
panding to enrich the positive and negative samples in
two stags. In the classification stage, an open corpus
classifier is reconstructed to avoid over-fitting the seen

classes. In the alignment stage, the open clusters are
incorporated to enlarge the negative samples in con-
trastive loss.

• We give detailed illustrations and qualitative results
to dissect the proposed method, which achieves new
state-of-the-art performance on the OVD benchmarks.

2. Related Works
Open vocabulary object detection. OVD expands con-
ventional object detection to open categories and frees the
requirement of costly human annotations, which has been
extensively studied recently. OVR-CNN [37] defined the
notion of OVD and pre-train a vision-language model with
image-caption pairs. The trained VL model is adopted as
the backbone of a Faster-RCNN architecture to align visual
features with the category embedding for region classifica-
tion.

Following works resort to the powerful multi-modal rep-
resentation ability of CLIP model [28]. ViLD [13] proposes
a knowledge distillation strategy to distill knowledge from
the visual encoder of CLIP and guide the visual-text align-
ment in a student detector [13]. RegionCLIP [41] adapts
the CLIP to align the fine-grained region-text pairs with
pseudo region labels, thus closing the image-region gap.
To the same end, GLIP [19] aligns fine-grained region-text
pairs in a self-training fashion to learn from both detec-
tion and grounding data. Detic [42] trains the classifiers
of a detector on image classification data and thus expands
the vocabulary of detectors to tens of thousands of con-
cepts. VLDet [21] translates the region-word alignment in
image-text pairs to a bipartite matching problem between
image regions and word candidates, and optimizes the fine-
grained region-word alignment to complement the OVD.
The pseudo region labels strategies [11, 39] enlarge the set
of base classes by automatically generating pseudo anno-
tations of diverse objects, with the help of the pre-trained
class-agnostic detector and VL model. Prompt learning
strategies [10, 8] design learnable text prompts to prefer-
ably facilitate the alignment of regional and textual feature
space. The transformer architectures [36, 27] have also been
discovered for OVD and present impressive results.

Compared to these works, the proposed method is ad-
vanced in two aspects. Firstly, the detector of these works
is optimized in the base classes and the proposal genera-
tor may be biased to the base classes. The proposed GOAT
method assesses the objectness with an open corpus that is
generalized to open categories. Even though the pseudo-
label strategies enlarge the base classes, the proposal gener-
ator is still biased to the seen data and sensitive to the quality
of annotations. Secondly, the classifiers of these works are
optimized to distinguish seen objects. The proposed cate-
gory expanding method enables perceiving more samples
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Figure 2: Illustration of the open vocabulary detection framework with the proposed generalized objectness assessment and
category expanding based on an open corpus. The GOAT module is plugged in the proposal generator to complement the
objectness layer. With the thought of category expanding, we reconstruct an open corpus classifier to complement the original
classifier in detection task and expand negative clusters from open corpus in the region-word alignment task.

in the feature space and get reasonable optimization direc-
tions. Even though Detic and VLDet enlarge the concept
sizes with external datasets, the proposed method with open
corpus is complementary to them and greatly improves the
performance on novel classes.

Deep models with external knowledge. There have been
previous works that improves data-driven deep models with
external knowledge bases in natural language processing
[16, 17, 3] and computer vision communities [6, 33]. In im-
age captioning works [12, 34, 4, 20], the knowledge bases
are incorporated to expand vocabulary and describe novel
objects. The knowledge bases [1, 32, 23] have also been
adopted in the visual reasoning tasks [31, 25, 38, 40, 26, 35]
with a set of supporting facts. The knowledge distillation
strategy in ViLD [13] adapts the knowledge of CLIP visual
encoder of to the student detector. Similarly, the pseudo-
labeling works [11, 39] adopt the pretrained VL models
to enlarge the seen classes, which can also be deemed as
knowledge transfer. The external recognition and caption
datasets adopted in Detic [42] and VLDet et al. [21] are an-
other form of external knowledge.

Different from these works, only the open corpus con-
cepts are adopted in this paper, without paired captions [21],
images [42] or (pseudo) annotations [11, 39]. With this eas-
ily available and simple form of knowledge, the generaliza-
tion ability of the detector can be improved with the pro-
posed GOAT and category expanding strategies.

3. The Proposed Method

In this section, we first introduce the conventional
and open-vocabulary object detection setting (Section 3.1).
Then we detail the generalized objectness assessment
(GOAT) module (Section 3.2) and category expanding (Sec-
tion 3.3) based on the open corpus. The category expand-
ing consists of the open corpus classifier in detection task
and the negative cluster expanding in region-word align-
ment task.

3.1. Preliminary

Conventional object detectors are trained on the object
detection dataset Ddet = {(I, {(b, l)k})i} with region an-
notation of box b and category label l. The training and
testing steps follow the same localization and classification
objectives on the whole category vocabulary V . In open vo-
cabulary object detection (OVD), V is divided into base vo-
cabulary Vbase and novel vocabulary Vnovel. The OV detec-
tors are usually trained with annotations of base categories
and test on the whole vocabulary. The conventional prac-
tice replaces the region classifier with frozen text embed-
ding extracted from pre-trained VL models and optimizes
the region-text alignment for categorizing open categories.

Considering a two-stage detector with a proposal gener-
ator (e.g., RPN or Centerhead) to generate proposal candi-
dates and a ROI-head for region classification and box re-
gression. An image I is passed to the backbone, the feature
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map F ∈ Rh×w×d is got with height h, width w and di-
mension d. The multi-scale anchors are generated at each
spatial position in the proposal generator with correspond-
ing objectness Oobj predicted in the objectness layer and
offsets predicted in the regression layer.

The proposals with higher objectness are then passed to
the ROI-head with ROI alignment and transformation to get
region features R = {r1, r2, ..., rn}, which are used for re-
gion classification and box regression as shown in Figure 2.
The binary cross-entropy loss is adopted as follow:

Losscls =

n∑
i

−(logσ(si,c) +
∑
k ̸=c

logσ(1− si,k)),

si,k = CkrTi , (1)

where C ∈ RC×d is the classifier, σ is the sigmoid function
and c is the target labels.

In this paper, we introduce an open corpus with large
amount of external object concepts and apply it in the pro-
posal generator with GOAT and in the ROI-Head with cate-
gory expanding.

3.2. Generalized Objectness Assessment With Open
Corpus

In the proposal generator, the objectness is evaluated
by the objectness layer with convolution operation. Even
though it is class-agnostic, the parameters are optimized to
highlight the regions of base category and suppress others.
It inevitably over-fits the seen classes as demonstrated in
Figure 1. We thus propose to assess the objectness by refer-
encing to an open corpus, which is constructed by collecting
the object concepts in the object recognition [7] and caption
datasets [5, 30].

Having an open corpus T ∈ RN×d with N object
concepts, we extract their text embeddings with the CLIP
model [28] and align the visual-text feature space with a
projection layer on the anchor features. It is intuitive that
visual objects are close to these concept embeddings while
the background is on the opposite. Exhaustively referencing
all the concepts is time-consuming and we propose to clus-
ter the corpus into kobj cluster centroids Vobj ∈ Rkobj×d as
a substitution. As illustrated in the GOAT part of Figure 2,
the anchor features with different spatial scales are gener-
ated for objectness assessment in the objectness layer and
offset estimation in the offset layer. In the projection layer,
each anchor feature f is aligned with the centroids and their
similarities are then averaged as the GOAT objectness as
follow:

Ogoat =
1

kobj

kobj∑
i=1

si, s = Vobjf
T , (2)

For brevity, we uniformly adopt s to indicate the similarity,
with different indications in different equations. The GOAT

Learning

Cluster center

Visual feature Text embedding

Positive Cluster

Figure 3: Illustration of the open corpus classifier. The open
corpus classifier reconstructs the original category embed-
ding with a set of similar text embeddings. Fitting such an
open classifier gets more general optimizing directions to
the open classes beyond seen classes.

score is used to complement the original objectness score in
proposal generator, and the final objectness is formulated as
O′

obj = Ogoat +Oobj .

3.3. Category Expanding With Open Corpus

Open corpus classifier (OCC). The classification layer in
the detector encourages a region feature to be close to the
positive category embedding and far from other known cat-
egories. A distinct performance gap between seen and un-
seen classes can be observed in OV classifier and the reason
is known that the number of seen categories is limited. We
thus propose an open corpus classifier (OCC) C ′ which re-
constructs the original classifier with similar objects in the
open corpus. Specifically, we retrieve a category embed-
ding within the corpus and choose the top-k most similar
concepts with similarities larger than a threshold (0.9). The
similarities are transformed to reconstruction weights with a
softmax function and the OCC classifier is got by weighted
summation of similar concept embeddings:

C ′
i = softmax(Siα)T , S = mask(sort(T CT

i )) (3)

where α is the temperature, Si ∈ R1×N indicate the con-
cepts weights after sorting and masking operations, where
only top-k similar concepts are kept. The open classifier
gets closer to the original classifier when α gets larger and
we empirically set it to 30.

A schematic diagram of OCC is illustrated in Figure 3,
where the original category embedding is replaced by the
center of cluster surrounding it. Optimizing with OCC gets
generalized directions that close to all the open categories
in the cluster rather than a seen category. Essentially, OCC
can be considered as category expanding where the positive
and negative sets are expanded beyond the seen classes.

As illustrated in Figure 2, the OCC is adopted to com-
plement the original classifier. The total classification loss
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is the normalized summation of two classifiers as follow:

Lossallcls =
1

1 + λcls
(Losscls + λcls ∗ Lossocccls ), (4)

Lossocccls =

n∑
i=1

−(logσ(s′i,c) +
∑
k ̸=c

logσ(1− s′i,k)).

The additional classifier is discarded and only the original
classifier is retained when testing.
Negative cluster expanding (NCE). Following VLDet
[21] and Detic [42], we also incorporate a caption dataset
and optimize fine-rained region-word matching with bipar-
tite matching to improve the generalization ability. Af-
ter the linear assignment step [21], a set of region feature
R = {r1, r2, ..., rn} are aligned with corresponding con-
cept embeddings W = {w1, w2, ..., wn}, and a set of neg-
ative words in same batch W ′ = {w′

1, w
′
2, ..., w

′
m}. The

region-word similarity matrix of positive and negative sets
are calculated within the contrastive loss as follow:

Losscontra =

n∑
i=1

−(logσ(si,i) +
∑
j∈W′

logσ(1− si,j)).

(5)
Contrastive loss [28, 18] is known to benefit from larger

batch size with more negative samples. We thus propose
to mine negative clusters in the open corpus to facilitate
the contrastive loss, where each cluster centroid summa-
rizes words with similar patterns. Specifically, we cluster
the open corpus into kcap clusters Vcap ∈ Rkcap×d′

and ex-
pand the negative set W ′ with Vcap. The expanded negative
loss is formulated as follow:

Lossncecontra =

n∑
i=1

−(
∑

j∈Vcap

mi,j logσ(1− si,j)). (6)

where m is the mask and mi,j = 0 to indicate i and j be-
long to the same cluster and we neglect this negative loss.
The final contrastive loss with expanded negative clusters is
formulated as follow:

Lossallcontra = Losscontra + λcap ∗ Lossncecontra. (7)

In the training stage, we alternatively optimize the de-
tection with OCC (Equation 4) and region-word alignment
tasks (Equation 7) with NCE following VLDet [21].

4. Experiments
4.1. Datasets

COCO-2017. The COCO-2017 dataset is manually divided
into 48 base classes and 17 novel classes in open-vocabulary
COCO setting (OV-COCO) [2, 37]. Following previous
works, 107,761 training images with base class annotations
are used for training. Correspondingly 4,836 test images

with both base and novel classes are used for evaluation.
The box mAPs for base and novel are reported.
LVIS. The LVIS dataset [14] contains 1203 categories
which are further split into frequent, common and rare cate-
gories. Following previous works, we combine the frequent
and common categories as base classes and keep all rare
classes as novel, resulting in 866 base and 337 rare classes.
The novel class annotations are removed in training and all
categories are evaluated in testing images. The mask mAPs
for base and novel are reported.
COCO Caption and Conceptual Captions. The COCO
Caption [22] and Conceptual Caption (CC3M) [30] are used
as the caption datasets for alignment task in the training
stage. Following [21], we pair COCO Caption with OV-
COCO and CC3M with OV-LVIS training data. The object
concepts from COCO Caption and CC3M dataset are sep-
arately filtered with the concepts frequency are larger than
100, resulting in 4,764 and 6,790 concepts.

For the open object corpus, we construct it by summariz-
ing the object concepts in ImageNet21k [7], COCO caption
and CC3M datasets. After removing duplicate words, we
get the open object corpus with 28,535 object concepts.

4.2. Implementation Details

Following [21, 42], the parameters of the detector is ini-
tialized by a fully-supervised detector trained on the de-
tection data of base category. The pre-trained CLIP text
encoder (RN50) is adopted to embed the caption and ob-
ject words. For the OV-COCO setting, we adopt the Ima-
geNet pre-trained model or the RegionCLIP model (RN50)
as backbone of a Faster-RCNN architecture. The learning
rate is set to 0.02 for the detector and 0.002 for the back-
bone. The model is optimized for 90,000 iterations using
SGD optimizer with 1000 iterations warm up, and the learn-
ing rate is scaled down by a factor of 10 at 60,000 and
80,000 iterations. For OV-LVIS setting, we follow [21, 42]
to adopt Center-Net2 [43] with ResNet50 [15] backbone as
the detector. The learning rate is set to 2e-4 and the model is
optimized for 90,000 iterations using Adam optimizer with
1000 iterations warm up. The large-scale jittering and re-
peat factor sampling [14] are adopted as data augmentation.
The alternative training scheme of VLDet is adopted and
other training details follow previous works [21, 42, 41].

The cluster numbers in GOAT and NCE are separately
set to 128 and 1,024. The λcls and λcap in OCC and NCE
are set to 0.1 and 0.2 for OV-COCO, 0.2 and 0.3 for OV-
LVIS. The ablations are presented in Figure 4.

4.3. Open-Vocabulary Object Detection

OV-COCO. The comparisons with the state-of-the-art
works on COCO dataset datasets are presented in Table 1.
RegionCLIP [41] adapts the CLIP model for region recog-
nition task and ViLD [13] distills the knowledge from CLIP
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Method Architecture Extra supervision Novel AP Base AP All AP
Base-only [42] RN50-IN 1.3 52.8 39.3
OVR-CNN [37] RN50-IN Caption 22.8 46.0 39.9
Detic [42] RN50-IN Image 27.8 47.1 42.0
RegionCLIP [41] RN50-CLIP Caption 26.8 54.8 47.5
ViLD [13] RN50-IN CLIP 27.6 59.5 51.3
PBOVD [11] RN50-IN Caption 30.8 46.1 42.1
VLDet [21] RN50-IN Caption 32.0 50.6 45.8
VLDet* RN50-IN Caption 30.1 51.3 45.7
Ours RN50-IN Caption 31.7 51.3 46.1
Ours RN50-CLIP Caption 36.4 53.0 48.6

Table 1: Compared with existing OVD works on COCO dataset. The novel AP is a primary indicator to reflect the perfor-
mance. The best results are highlighted in bold. * indicates the re-implementation results.

Method Backbone mAPmask
novel mAPmask

com mAPmask
freq mAPmask

all

Base-only [42] RN50 16.3 31.0 35.4 30.0
Detic [42] RN50 19.5 - - 30.9
RegionCLIP [41] RN50 17.1 27.4 34.0 28.2
ViLD [13] RN50 16.6 24.6 30.3 25.5
DetPro [8] RN50 19.8 25.6 28.9 25.9
VLDet [21] RN50 21.7 29.8 34.3 30.1
Ours RN50 23.3 29.7 34.3 30.4
Base-only [42] Swin-B 21.9 40.5 43.3 38.4
Detic [42] Swin-B 23.9 40.2 42.8 38.4
VLDet [21] Swin-B 26.3 39.4 41.9 38.1
Ours Swin-B 27.4 40.0 42.2 38.5

Table 2: Compared with existing open vocabulary object detection works on LVIS dataset with the ResNet50 and Swin-B
backbone.

model to the student backbone. The PBOVD [11] discov-
ers pseudo labeling strategy on the caption datasets to en-
large the seen classes in the training stage. The Detic [42]
and VLDet [21] adopt external image recognition or cap-
tion datasets to facilitate open region recognition. All these
methods adopt the ResNet50 architecture as backbone with
different extra supervisions.

The proposed method is based on re-implementation
of VLDet and the ImageNet pre-trained model (RN50-
IN) or the RegionCLIP pre-trained model (RN50-CLIP) is
adopted as backbone. Together with the proposed gen-
eralized objectness assessment (GOAT) and category ex-
panding (CE), our model greatly improves the novel per-
formance and outperforms all existing works. Note that the
re-implementation result of VLDet is lower than the pro-
vided results in VLDet paper. Even though the ViLD gets
better performance on base categories, Novel AP is a pri-
mary indicator to reflect the open vocabulary recognition
performance. Compared with the most similar works (De-
tic and VLDet), the proposed method comprehensively out-
performs these works on the three metrics and surpasses the

SOTA method VLDet by 4.4% Novel AP.
OV-LVIS. The comparisons with the state-of-the-art works
on LVIS dataset are presented in Table 2 with both
ResNet50 and Swin-B backbone [24]. The Base-only
model which is trained only on the seen classes gets con-
siderable performance thanks to the dense annotations and
larger categories. Based on the SOTA method VLDet, the
proposed method adopts the GOAT and CE with the help
of an open corpus. It can be observed that our model sur-
passes all existing methods on the novel mask AP by a large
margin. Similar observation can be seen in the results based
on Swin-B backbone, which reflects the effectiveness and
extensive applicability of the proposed method.

4.4. Ablation Study

In this subsection, we give exhaustive ablation studies
to demonstrate the effectiveness of generalized objectness
assessment (GOAT) and category expanding (CE) consist-
ing of open corpus classifier (OCC) and negative cluster ex-
panding (NCE). The baseline method is based on our re-
production of the alternative training framework proposed
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Figure 4: (a) The ablation of the number of open clusters in GOAT and the negative clusters in NCE. (b) The ablation of
parameter λ in OCC and NCE. Both ablations are conducted on the OV-COCO protocol and only the novel APs are presented.

GOAT cluster OV-COCO
Train Test Novel AP Base AP All AP
None None 35.0 52.7 48.1
Base All 35.3 53.1 48.5
Open C Open C 36.0 53.1 48.6
Open C All 36.1 53.1 48.6

Table 3: Ablation of GOAT with different variants. Open C
indicates the proposed open corpus clusters in GOAT.

by VLDet [21]. The differences are in two aspects: For OV-
COCO, we adopt CLIP (RN50) visual encoder rather than
the ImageNet pre-trained model as backbone. This practice
gets higher performance than what reported in VLDet be-
cause of the alignment of CLIP visual and text encoder. For
OV-LVIS, we follow the implementation details and the per-
formance is lower than what reported in VLDet. Even so,
we surpass VLDet on both COCO and LVIS datasets with
the proposed GOAT and CE (Section 4.3)).
Generalized objectness assessment. To demonstrate the
effectiveness of the proposed GOAT with open corpus clus-
ters, we compare it with baseline (No cluster) and some
variants. The first variant is based on the constrained clus-
ters, where the open clusters are replaced by the base cat-
egory embeddings. The base embeddings describe the ob-
jects in the training data and are replaced by all the cate-
gory embeddings when testing. We also ablation the us-
age of all category and open clusters in GOAT when test-
ing. The comparison is given in Table 3, where some obser-
vations can be summarized. GOAT surpasses the baseline
regardless of the constrained or open clusters are adopted,
while the open clusters perform better than the constrained
counterpart. When replacing the open clusters with all the
category embeddings in the testing stage, there are small
improvements. In practice, we consistently adopt the open

clusters in our experiment except as otherwise noticed.
Category expanding. To demonstrate the effectiveness of
the proposed category expanding (CE) with open corpus
classifier (OCC) and negative cluster expanding (NCE), we
separately validate them on the OV-COCO and OV-LVIS
protocols in Table 4. It can be seen that OCC and NCE
consistently improve the baseline method on two datasets.
When they are combined together, the category expanding
method gets further performance enhancement. Moreover,
the category expanding and GOAT are complementary each
other to further improve the performance. It can be ob-
served that all the proposed methods consistently improve
the baseline performance to reflect their effectiveness.
Cluster number choice. As is known that a cluster centroid
is the summation of all the sample embeddings assigned in
the cluster. Changes of cluster number influence the average
samples assigned in the cluster. The choice of open cluster
number in GOAT and NCE are empirically set to be 128 and
1,024. The comparison with other choices is plotted in Fig-
ure 4 (a). For the GOATs with cluster number smaller than
512, the performance is similar and 128-cluster performs
better. The performance degrades when the cluster num-
ber changed to 512, we suppose the reason is some clusters
have only one sample and they are weak to evaluate object-
ness. For NCE in the contrastive loss, properly increasing
the negative clusters considerably improves the novel per-
formance and the performance drops in cluster-4096, we
suppose the negative gradients overwhelm the positives and
a re-weighting strategy is not work. We thus adopt the best-
performed cluster number choices by default.

We also give ablations on the choice of λ of OCC and
NCE in Figure 4 (b). In OCC, increasing λ weakens the in-
fluence of original classifier and strengthen the open corpus
classifier. Moderately fitting a noisy classifier increases the
generalization ability but it is risky to excessively strengthen
the impact. As can be observed, OCC improves the per-
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Method OV-COCO OV-LVIS
Novel AP Base AP All AP mAPmask

novel mAPmask
com mAPmask

freq mAPmask
all

Baseline 35.0 52.7 48.1 21.0 29.1 34.1 29.7
+GOAT 36.0 53.1 48.6 21.7 29.8 30.1
+OCCcls 36.0 52.9 48.4 21.3 29.3 34.1 29.9
+NCEcaption 35.8 53.0 48.5 21.6 29.6 34.1 30.1
+CE 35.9 53.1 48.6 22.0 29.7 34.2 30.2
+GOAT + CE 36.4 53.0 48.6 23.3 29.7 34.3 30.4

Table 4: Ablation of generalized objectness assessment and category expanding on OV-COCO and OV-LVIS protocols.

tv 0.99

chair 0.98

couch 0.82

cow 0.87

person 0.94
person 0.92

horse 0.81

sheep 0.89

cup 0.41

bowl 0.95

fork 0.98

bottle 0.99

scissors 0.60

sink 0.90

tv 0.99

person 0.92person 0.88

sink 0.59

Figure 5: Qualitative results of the detection results on COCO dataset. The top predictions on bounding boxes and categories
with confidence scores are plotted. The novel objects are bounded by red boxes and base objects are blue. The wrongly
categorized objects are highlighted in red font.

Open classifier OV-COCO
/ without novel Novel Base All
GOAT 36.0 / 36.1 53.1 / 53.1 48.5 / 48.5
OCC 36.0 / 36.0 52.9 / 52.8 48.4 / 48.3
NCE 35.8 / 35.6 53.0 / 53.0 48.5 / 48.4
GOAT + CE 36.4 / 36.3 53.0 / 53.1 48.6 / 48.6

Table 5: The impact of novel classes in the open corpus.

formance when λ is smaller and decrease the performance
sharply when it gets larger than 0.2. Similar observation can
be drawn in NCE where the λ control the weight of neg-
ative gradients, where best performance is achieved when
λ = 0.3. We thus adopt the best λ choices in OCC and CE
by default.
Novel classes in the open corpus. It is intuitive that the
pseudo annotations [11, 41] of novel classes facilitate the
recognition of corresponding objects when testing. By con-
trast, the proposed GOAT, OCC and NCE methods are ro-
bust to particular classes. In Table 5, we eliminate novel
classes in the open corpus and investigate their impacts on
GOAT, OCC and NCE. We can observe their impacts are
neglectable. In theory, GOAT and NCE are robust to novel

classes because each class is a few percent of elements in
a cluster. The open classifier is robust to novel classes be-
cause they are not close to base classes in feature space.
This is our superiority compared to the pseudo-labeling
works.

4.5. Qualitative Results

The proposed method based on an open object corpus
helps to discover novel objects and we illustrate the de-
tection results of the proposed model on COCO dataset in
Figure 5. There are three observations can be summarized.
First, the proposed model has considerable ability to local-
ize and categorize the novel objects, such as “couch” and
“sink”, with decent precision as Example 1 and 3 illustrated.
Second, the confidence scores of novel objects are usually
lower than that of base objects. We suppose the visual fea-
tures are somewhat biased to the seen classes in the train-
ing stage. Third, there are also some false categorization
results that usually happen when categorizing the novel ob-
jects. For example, wrongly categorizing “cow” as “sheep”
in Example 2 and categorizing “knife” as “scissors” in Ex-
ample 4. These evidences reflect that the proposed model
is still somewhat biased to the base category, even though it
surpasses the state-of-the-art works on the novel classes.
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Method PASCAL VOC LVIS
OVR-CNN [37] 52.9 5.2
PB-OVD [11] 59.2 8.0
VLDet [21] 61.7 10.0
Ours 63.6 14.0

Table 6: The comparison of transferring COCO-trained
models to the PASCAL VOC and LVIS dataset. The box
AP50 results are presented.

As aforementioned, the proposed GOAT is generalized
to open categories. The normalized score comparison of
base and novel objects in two datasets can be seen in Fig-
ure 1, where the GOAT objectness scores are generalized
for open categories and can suppress the background with
lower scores.

4.6. Transfer to Other Datasets

To evaluate the generalization ability, we conduct the
transferring experiments where our COCO-trained model
is adopted to evaluate on PASCAL VOC [9] test set and
LVIS validation set [14] without re-training. The classifier
is replaced by the class embeddings of these two datasets
for categorization. The adaptation from COCO to PASCAL
VOC dataset suffers from the domain gap and the adaptation
to LVIS suffers from the augmented semantic space. We
compare this setting with former works and give the com-
parison in Table 6. It can be seen that the best-performed
OV-COCO model still performs best in this transfer setting,
especially on the difficult LVIS dataset with thousands of
categories. It demonstrates the remarkable generalization
ability of the proposed method.

5. Conclusion

In this paper, we introduce an open corpus with a set
of object concepts to improve the generalization ability in
open vocabulary object detection. The open corpus clusters
are adopted in the proposal generators to evaluate the visual
objectness for generalized objectness assessment (GOAT).
Based on the open corpus, We also propose a category ex-
panding strategies that expand the positive and negative
samples in two aspects: In the classification stage, we re-
construct the original classifier with similar concepts in the
open corpus. In the region-word matching stage, the open
corpus clusters are used to enlarge the negative words in the
contrastive loss. Extensive experiments demonstrate the ef-
fectiveness of incorporating the open corpus with the GOAT
and CE strategies, which gets new state-of-the-art results on
the open vocabulary benchmarks.
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