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Abstract

Physical adversarial attacks against deep neural net-
works (DNNs) have recently gained increasing attention.
The current mainstream physical attacks use printed adver-
sarial patches or camouflage to alter the appearance of the
target object. However, these approaches generate conspic-
uous adversarial patterns that show poor stealthiness. An-
other physical deployable attack is the optical attack, fea-
turing stealthiness while exhibiting weakly in the daytime
with sunlight. In this paper, we propose a novel Reflected
Light Attack (RFLA), featuring effective and stealthy in both
the digital and physical world, which is implemented by
placing the color transparent plastic sheet and a paper cut
of a specific shape in front of the mirror to create different
colored geometries on the target object. To achieve these
goals, we devise a general framework based on the circle
to model the reflected light on the target object. Specifi-
cally, we optimize a circle (composed of a coordinate and
radius) to carry various geometrical shapes determined by
the optimized angle. The fill color of the geometry shape
and its corresponding transparency are also optimized. We
extensively evaluate the effectiveness of RFLA on different
datasets and models. Experiment results suggest that the
proposed method achieves over 99% success rate on differ-
ent datasets and models in the digital world. Additionally,
we verify the effectiveness of the proposed method in differ-
ent physical environments by using sunlight or a flashlight.

1. Introduction
Deep neural networks (DNNs) have increasingly been

applied to daily life as their dramatic capabilities, such as
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Figure 1. The reflected light is modulated by the color trans-
parency plastic sheet and paper cut of the specific shape for better
attack performance. The Reflected light source can be sunlight or
a flashlight (when the sunlight is unreachable).

automatic driving, facial payment, and computer-aided di-
agnosis. However, DNN-based systems have exposed se-
curity risks caused by adversarial examples [39]. Adver-
sarial examples are crafted by carefully designed noise that
is invisible to humans but can deceive the DNNs. Further-
more, recent researches [34, 21] reported that physically de-
ployed DNN-based systems are also exposed to such secu-
rity risks. Therefore, exploring various potential risks in
security-sensitive systems to avoid possible loss is urgent.

Existing adversarial attack methods can be categorized
into digital attacks and physical attacks. The former focus
on pursuing higher attack performance on limitation condi-
tions, such as breaking the model equipped with adversar-
ial defense [20, 3, 7, 24], preventing the attacker from ac-
cessing the target model’s information (e.g., architecture or
dataset), i.e., black-box attack [1, 22, 23]. Although some
researchers suggested that adversarial examples generated
by the digital attack can be applied to physical attacks [21],
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the attack performance is not satisfying. The possible rea-
son is that the adversarial perturbation is too small to resist
the environmental noise in the physical world. In contrast,
physical attacks are designed to be physically deployable,
where one crucial change is eliminating the perturbation’s
magnitude constraint.

A line of physical adversarial attack methods [10, 9, 43,
44] has been proposed, which can be grouped into contact
attacks and contactless attacks. The former requires the at-
tacker to approach the target object and then modify the ap-
pearance of the target object by pasting the adversarial patch
or camouflage. However, the adversarial pattern generated
by these methods is conspicuous, which easily alerts hu-
mans and results in attack failure. By contrast, contactless
physical attacks do not require the attacker to approach the
target object while modifying the appearance of the target
object by projecting or emitting light or laser on the tar-
get object to perform attacks, making it stealthy and dan-
gerous. Optical attacks are representative contactless at-
tacks. Although several optical attacks have been proposed
[28, 32, 8, 17], they merely work in dark environments as
the strong light (e.g., sunlight) environment would disturb
the emitted light, limiting their usability.

In this paper, we get inspiration from the fact that the
driver is easily affected by the strong reflected light, result-
ing in a potential car accident, and such potential risks to the
automatic driving system remain unexplored. We explore
the vulnerability of the DNNs toward the reflected light at-
tack by elaborately designing the position, geometry, and
color of the reflected light. Specifically, we propose a Re-
flected Light Attack (RFLA), which can solve the issue of
the poor attack performance of existing optical attacks in
strong-light environments, as our light source is sunlight.
To perform physical attacks, we use a mirror to reflect the
sunlight toward the target object to modify its appearance.
However, the monotonous sunlight (usually white) may not
obtain the desired performance. Therefore, we first use
different colored transparent plastic sheets to modulate the
color of the reflected light, then apply a paper cut of a spe-
cific shape to control the shape of reflected light on the tar-
get object (see Figure 1). Finally, we can create different
colors and shapes of the reflected light on the target object’s
specific region to achieve desired attack performance.

To achieve the above goals, we present a general frame-
work based on the circle to model the above problem.
Specifically, we first initialize a circle with a random co-
ordinate and radius. On this circle, we create a point on the
circle using sine and cosine with a randomly selected an-
gle. Then, we customize a shape by adding a new angle,
which is used to create a new point in the circumference.
The other points required to create a geometry can be ob-
tained by applying the center symmetry of the circle. More-
over, the fill color and its transparency are also considered in

the optimization. Finally, we adopt the particle swarm op-
timization (PSO) algorithm to find the optimal result. Our
contributions are listed as follows.

• We propose a novel reflect-light-based physical adver-
sarial attack under the black-box scenario. It reflects
the natural sunlight toward the target object using a
mirror, making it controllable and stealthy.

• We devise a general framework based on a circle to
search for the best position, geometry, and color of the
reflected light to achieve better attack performance.

• We comprehensively investigate the influence of the
geometry, position, and color of the reflected light on
attack performance in the digital world. We conduct
the physical adversarial attack by using sunlight for
daytime and a flashlight for sunlight unavailable, and
the experiment results verify the effectiveness of the
proposed method.

2. Related Works

2.1. Digital Adversarial Attacks

Digital adversarial attacks have enjoyed decade devel-
opment, which can be roughly divided into white-box at-
tack methods and black-box attack methods. The former
grants the adversary access to the target model, allowing
them to develop attack algorithms with the model’s gradi-
ent. The most represented gradient-based attack is the fast
gradient sign method (i.e., FGSM [13]), which updates ad-
versarial examples along the ascending direction of the gra-
dient under one iteration step. Since then, a line of vari-
ants has been proposed, including an iterative variant of
FGSM (i.e., I-FGSM [21]), random initialization has been
adopted (i.e., PGD [27]), momentum term is introduced to
enhance the transferability (i.e., MI-FGSM [6]), and various
data augmentation technique like diversity input (i.e., DI-
FGSM[47]), translation-invariant (i.e., TI-FGSM [7]) and
scale-invariant (i.e., SI-FGSM [24]). In contrast, black-box
attacks prohibit the attacker from accessing any informa-
tion about the target model but are open for queries, which
makes black-box attacks more challenging. Nonetheless,
many black-box attacks are proposed, such as exploiting the
differential evolution algorithm [22], genetic algorithm [1],
particle swarm optimization [51], and so on [2]. In addi-
tion, several works suggested that adversarial perturbation’s
position [45], pattern [49], and geometry [4] on the clean
image significantly impact attack performance. However,
current works only investigate one or two of these factors.
In this work, we systematically investigate the influence of
the adversarial perturbation’s position, geometry, and pat-
tern on attack performance under the black-box scenario.
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2.2. Physical Adversarial Attacks

According to whether it requires the attacker to access
the target object in the real attack scenario, physical ad-
versarial attacks can be grouped into contact and contact-
less physical attacks. Contact attacks can be further cate-
gorized into patch-based attacks and camouflage-based at-
tacks. Patch-based attacks mainly focus on optimizing an
adversarial image patch, which is then printed out and stuck
on the target object or held by the attacker to deceive the
target DNNs. Patch-based attacks are usually applied in
attacking the facial recognition model [34, 35, 45, 46],
pedestrian detection model [41, 40, 16, 5], and traffic sign
recognition model [10, 25, 51]. Camouflage-based attacks
[44, 43, 9] slightly differ from patch-based, as they con-
centrate on modifying the appearance of the target object
via UV Texture. Thus, camouflage-based attacks show bet-
ter attack performance in the multi-view scenario by paint-
ing the full coverage camouflage over the appearance of
the target object. However, although contact physical at-
tacks achieve good physical attack performance, the pattern
of the adversarial patch/camouflage is conspicuous, which
leads to poor stealthiness. In contrast, contactless physical
attacks are performed by projecting/emitting light [12, 17],
or a laser beam [8], usually called optical attacks. However,
existing optical attacks work in dark environments [8, 17]
while performing poorly in strong-light environments. The
reason is that the light beam emitted by a light source is
easily affected by environmental light, resulting in attack-
ing failure. Recently, Zhang et al. [51] proposed a shadow-
based attack, but it can only create a triangle shape with
one monotonous color (e.g., gray). In this work, we solve
the situation of poor attacks in strong-light (i.e., sunlight)
environments to perform attacks since we directly use sun-
light to perform attacks. Moreover, we create reflected light
with different geometrical shapes and colors using the color
transparency plastic sheet and paper cut.

3. Methodology

3.1. Problem Statement

LetX denote the data distribution, and the corresponding
ground truth label is Y . Given an image x ∈ X that has the
resolution of x ∈ RC×H×W , a well trained neural network
f output ŷ = f(x) and ŷ = y, where the ŷ is prediction
of the f and y is the ground truth label, ŷ, y ∈ R|Y|. Ad-
versarial attack aims to generate adversarial examples xadv

to make the f output the wrong prediction by adding small
perturbation δ into the clean image x, i.e., xadv = x + δ.
Mathematically, the δ is obtained by solving the following
problem

min δ s.t. f(x+ δ) ̸= f(x), ||δ||p ≤ ϵ, (1)
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Figure 2. Visualization explanation of the circle modeling. Differ-
ent geometries are constructed by adjusting the angle. For exam-
ple, the triangle is created by adding a new angle ∠a2 on the base
circle (a), where three vertices are composed of two points (p1 and
p2) determined by two angles (∠a1 and ∠a2) and one symmetry
point (p′1).

where || · ||p is the Lp norm, which bound the maximum
allowable magnitude of δ.

The optimization objective of Equation 1 is the gen-
eral formal for constructing the full-pixel-wise perturba-
tion, which is unsuitable for physical adversarial attacks
as the background of the physical world is unchangeable.
Therefore, we reformulate Equation 1 to optimize the phys-
ical deployable perturbation by modifying the construc-
tion of xadv . Specifically, we define an apply function
A(x, p, l,M) to construct adversarial examples xadv , which
indicates that apply the perturbation p at the location l of
the clean image x, where M is the binary mask to indicate
whether the position is allowed to modify (one denote allow
while zero not).

In this work, we aim to reflect the sunlight toward the tar-
get object to perform stealthy physical adversarial attacks,
where the representation (e.g., geometry, fill color and posi-
tion) of reflected light on the target object is the key to a suc-
cessful attack. Therefore, the parameters of A(x, p, l,M)
comprise geometry and fill color of p, and the location of l
are variables to be optimized.

3.2. Reflected Light Attack

Sunlight is the most common and indispensable natural
phenomenon in daily life. People can reflect the sunlight to-
ward the wall to construct various shapes by using different
shapes of mirrors. However, the danger of such reflected
light against DNN-based systems has been ignored, which
may pose a potential risk as it featured extremely stealthy
and controllable. In this work, we aim to modulate the re-
flected light to perform adversarial attacks in the digital and
physical world.
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Previous work [51] modeled the triangle shadow by opti-
mizing three points, which requires complex constraints on
points to construct a rational geometry shape if they extend
to other geometric shapes. To address this issue, we exploit
the characteristic of the circle and propose a novel general
framework based on the circle, which can generate various
shapes by adjusting the number of angles (see Figure 2).
The details process is described as follows.

• Select a radius r from the region of [0,min(H,W )/2].

• Spawn a center o(x, y) of the circle from the region of
[r,H − r] and [r,W − r].

• Randomly select an angle a1 and spawn a point
p1(x1, y1) on circle by the follow equation{

x1 = x+ r × sin(a1×π
180 ),

y1 = y + r × cos(a1×π
180 ),

(2)

• Calculate the symmetry point p′1(x
′
1, y

′
1) of the point

p1 against the center of the circle by x′
1 = 2× x− x1

and y′1 = 2× y − y1.

• Randomly select a color tuple (red, green, blue) from
the region of [0, 255], and the transparency α from [0,
1].

The above process can plot a line on the clean image. To
construct varying geometries like a triangle, rectangle, pen-
tagon, or hexagon, one can repeat the third and fourth steps
to create a new point by adding a new angle. Algorithm A1
in describes the detailed particle initialization process.

3.3. Optimization

As aforementioned, we have eight base variables
that need to be optimized, expressed as eight-tuples
(x, y, r, α, red, green, blue, a1), which can be used to plot
a line on the clean image. To generate various geometries,
more additional variables are required to generate various
geometries, which depend on the shape to be generated.
For example, there is one extra variable for the triangle and
rectangle; two extra for the pentagon and hexagon. Note
that the proposed method is easily extended to more com-
plex geometry. Recall that our goal is to deceive the DNNs
by plotting geometry on the clean image. Thus, we adopt
the particle swarm optimization algorithm (PSO) to seek the
best geometry, fill color, and position.

In PSO, we represent the optimization variables tuple as
a particle (i.e., the solution vector q). The update direction
of the particle is determined by a velocity vector v. Every
particle stands for a potential solution, which requires to be
optimized. We treat the personal historical best solution of
a particle as qpbest, and the global best solution of a particle
as qgbest. Moreover, for every solution, we fix the circle’s

(a)
(b)

Figure 3. The color discrepancy between the color transparency
plastic sheet (a) and its reflected light(b).

position and merely optimize the geometry, fill color, and
transparency. Therefore, to represent the best solution of
a circle, we devised an additional metric qsgbest, which is
the sum of the fitness score of all geometrical shapes in a
specific circle. Finally, the update criterion is defined as
follows:

vi(t) = Wvi(t− 1) + C1κ1(qpbest − qi(t))

+C2κ2(qgbest − qi(t))

+C3κ3(qsgbest − qi(t)),

(3)

qi(t) = qi(t− 1) + vi(t), (4)

where W is the inertia weight used to control the impact of
the previous velocity on the current velocity. C1, C2, and
C3 indicate the learning factors, which balance the impact
of different parts empirical on current velocity. κ1, κ2, and
κ3 are random values uniformly sampled from [0, 1], which
are used to increase the randomness of the search.

Apart from the solution and velocity of a particle, the fit-
ness function is crucial for optimizing in PSO algorithm. In
this work, we adopt the following fitness function to evalu-
ate each particle.

min F (q) = Prŷ(A(x, q,M)), (5)

where A(x, q,M) denotes an applied function that paints
the geometry with color (red, green, blue) and trans-
parency α at the coordinate of o on the clean image x,
where M is a binary mask indicates the allowed modifica-
tion area. Prŷ(·) is the predicted label ŷ probability of the
target model f on the input. By minimizing the F (q), the
confidence of prediction label ŷ gradually decreases. We
stop the search until it reaches the maximum iteration or
finds the adversarial example. Algorithm 1 describes the
optimization process.

3.4. Physical Deployable Attack

In digital worlds, we can construct 2563 color tuples by
blending different RGB values, which is impractical in the
physical world as the limitation of the device and material.
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Algorithm 1 Reflected Light Adversarial Attack (RFLA)
Input: input image x, target model f , max iteration
MaxIter
Output: Best solution q∗

1: q ← Initialization() ▷ Algorithm A1
2: xadv ← GenSample(q) ▷ Algorithm A2
3: if f(xadv) ̸= f(x) then
4: return q∗

5: end if
6: for itr = i, ...,MaxIter do
7: Update velocity vector v by Equation 3
8: Update position vector q by Equation 4
9: xadv ← GenSample(q) ▷ Algorithm A2

10: if f(xadv) ̸= f(x) then
11: return q∗

12: end if
13: end for

Therefore, we constrain the search space of the color to en-
sure physically deployable. Specifically, we use seven color
transparency plastic sheets to change the color of the re-
flected light. However, we find discrepancies exist between
the color transparency plastic sheet and its reflected light
(see Figure 3), which may lead to attack failure. To decrease
such discrepancy, we collect the light color reflected by the
color transparency plastic sheet and adopt it as the searched
color. In such a way, we can decrease color discrepancies
when performing physical attacks.

4. Experiments

4.1. Settings

Datasets: To investigate the effectiveness of the pro-
posed method, we conduct the digital attack on the
ImageNet-compatible dataset provided by the NIPS 2017
adversarial competition1, which includes 1000 images.
Moreover, two commonly used traffic sign datasets: GT-
SRB [37] and LISA [29], are also considered to investigate
the extensibility of the proposed method.

Target models: We conduct the proposed method on
two tasks: image classification and traffic sign recogni-
tion. As for image classification, we select six ImageNet
pre-trained networks: ResNet50 (RN50) [15], VGG16 [36],
DenseNet121 (DN121) [18], ResNeXt50 (RNX50) [48],
WiderResNet50 (WRN50) [50] and SqueezeNet (SN) [19],
which are all provided by PyTorch [30]. As for traffic
sign recognition, we follow the setting reported in previ-
ous works [10, 25] to train GTSRB CNN and LISA CNN
on GTSRB and LISA dataset, which obtains the accuracy
of 95.06% and 100% on the test set, respectively.

1https://www.kaggle.com/c/nips-2017-non-targeted-adversarial-attack

Table 1. Comparison results with the line-based method in terms
of ASR (%) on ImageNet-compatible dataset. The best results are
highlighted with bold.

RN50 VGG16 DN121 RNX50 WRN50 SN
Bezier [11] 72 .4 77.7 74.1 72.7 69.6 89.3
RFLA-Line 76.9 77.4 76.5 75.7 71.7 89.2

Evaluation metrics: We adopt the attack success rate
(ASR) as the evaluation metric, defined as the ratio of the
number of the network’s prediction flipped caused by ad-
versarial examples to the total test dataset.

Implementation details: We adopt the OpenCV-Python
package to plot different geometries in the clean image. For
the settings of parameters of PSO, we set the max itera-
tion number to 200, C1, C2, and C3 set to 2.05, W is set to
0.7298, the particle size and the geometry number at a circle
are set to 50. The particle and velocity bound are provided
in Appendix A (The upper bound of the transparency α is
set to 0.7 to evade occluding the clean image.). Unless oth-
erwise specified, the mask M is set to all one value matrix
in our experiments. All experiments were conducted on an
NVIDIA RTX 3090ti 24GB GPU 2.

4.2. Digital Adversarial Attacks

In this section, we quantitatively and qualitatively eval-
uate the effectiveness of the proposed method in the digital
world. For comparison, we adopt two patch-based attack
methods: TPA [49] and DAPatch [4]; one line-based attack
method Bezier [11]. TPA [49] utilized the feature texture
image extracted from DNNs as the adversarial patch, which
is pasted on the clean image, where the paste position is op-
timized by reinforcement learning. DAPatch [4] optimized
the pattern and mask simultaneously, which can create a de-
formable shape adversarial patch. In contrast, Bezier [11]
generated adversarial examples by scratching the bezier
curve on the clean image, where the bezier curve depends
on three points optimized by the optimizer (e.g., PSO).
We reproduce the above three methods on the ImageNet-
compatible dataset using the default settings.

4.2.1 Quantitatively Result

Table 1 reported the comparison results of the proposed
RFLA-Line with the Bezier method. As we can observe, the
proposed method outperforms the Bezier method on four of
six models and obtains an improvement by 1.93% in aver-
age ASR, indicating the proposed method’s effectiveness.
Additionally, we can get an 8.95% improvement by widen-
ing the line thickness two times. Although the length of
the Bezier curve may be shorter than ours, the discrepancy
is trivial as modifications caused by the line is neglectable.
Moreover, our method can be extended to more geometries.

2Code will be released after published.
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Figure 4. Visualization comparison of adversarial examples generated by different methods on ResNet50.

Table 2. Comparison results with patch-based methods in terms of
ASR (%) on ImageNet-compatible dataset. The best results are
highlighted with bold.

RN50 VGG16 DN121 RNX50 WRN50 SN
TPA [49] 66.1 36 40 24.7 23.4 44.6

DAPatch [4] 74.3 71.6 79.3 73.7 76.7 56
RFLA-Triangle 98.1 97.8 97.2 97.2 98.1 99.5

RFLA-Rectangle 99.3 99.1 99.2 98.9 99.1 99.8
RFLA-Pentagon 99.6 99.1 99.2 99.2 99.4 99.8
RFLA-Hexagon 99.5 99.5 99.5 99.5 99.4 99.8

Then, the comparison results of patch-based methods are
listed in Table 2. We conclude that the proposed geometry
variants of RFLA outperform the existing method signifi-
cantly. Specifically, the average ASR of the RFLA-triangle,
RFLA-rectangle, RFLA-pentagon, and RFLA-hexagon are
97.98%, 99.23%, 99.38%, and 99.53%, obtaining the max-
imum improvement against TPA and DAPatch by 60.32%
and 27.52%. We observe that the attack performance of
comparison methods fails to achieve such results reported
in their paper. The possible reason is that TPA may require
two or more patches occluding 8% of the image to achieve
higher attack performance. As for DAPatch [4], the position
of the adversarial patch is ignored, which makes them fail
to seek the model-decision-sensitive position. In contrast,
our method simultaneously optimizes the position, geome-
try, and adversarial pattern, resulting in better performance.
Moreover, the ASR gains with increasing vertex of geome-
try shape are attenuations, such as 20.08% gains from Line
(two vertexes) to Triangle(three vertexes), while only 0.15%
from Rectangle to Pentagon, which may be attributed to the
improvement room of ASR is limited.

Table 3. Comparison results of transferability of adversarial ex-
amples generated by RNX50 in terms of ASR (%) on ImageNet-
compatible dataset. Item indicates the white-box attack result,
while the others are black-box results. The best results are high-
lighted with bold.

method RN50 VGG16 DN121 RNX50 WRN50 SN
Bezier [11] 18.1 16.8 16.4 72.7 12.4 26.6

RFLA-LINE 17.6 15.5 17.5 75.7 14 27.1
TPA [49] 28.9 36 26.7 24.7 20.4 45.4

DAPatch [4] 32.3 52.5 42.3 73.7 26.4 28.8
RFLA-Triangle 37.8 34.9 33.1 97.2 33.7 50

RFLA-Rectangle 47.6 43.2 44.3 98.9 45.52 59.9
RFLA-Pentagon 47.5 45 46.4 99.2 45.2 61.9
RFLA-Hexagon 50.8 44 47.6 99.5 47 63.9

In addition, we compare the transferability of the pro-
posed method with the comparison methods. Specifically,
we use adversarial examples generated on RNX50 to attack
other models. Evaluation results are reported in Table 3. As
we can observe, RFLA outperforms the comparison meth-
ods in most cases, and the magnitude of fall behind cases
is small. Concretely, we obtain the maximum average im-
provement of ASR of Bezier, TPA, and DAPatch are 0.28%
(RFLA-Line), 19.18%, and 14.2%, indicating the effective-
ness of the proposed method. In addition, we provide other
transferability comparison results in Appendix B1.

4.2.2 Qualitatively Result

We provide the visualization result of adversarial examples
generated by different methods in Figure 4. As we can ob-
serve, on the one hand, the Bezier and RFLA-Line obtain
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Figure 5. Model attention analysis of adversarial examples gener-
ated by RFLA on ResNet50.

the most natural visuality quality, and the scratched line is
hardly observed at a glance. Meanwhile, RFLA-Line fools
the DNNs in all displayed cases, but Bezier only has two
success cases. On the other hand, TPA and DAPatch failed
in all displayed cases. Such qualitative results can be used
to explain their inferior attack performance. The adversar-
ial patch generated by their method covers the noncontent
areas, which may be insignificant to the model decision.
Although the proposed method affects more image content
than TPA and DAPatch, the covered contents are recogniz-
able. In other words, our method does not modify the se-
mantics of the image. We provide more visualization results
of adversarial examples in Appendix B1.

In addition, we use the Grad-CAM [33] to investigate
why the proposed method can work. Figure 5 illustrates the
model attention visualization results. As we can observe,
the painted geometry suppresses the model’s attention ar-
eas, which makes the model output the wrong results. We
also provide the visualization analysis result of comparison
methods on model attention in Appendix B2.

4.3. Extend to Traffic Sign Recognition Task

To further investigate the effectiveness of the proposed
method, we use RFLA to attack the traffic sign recognition
(TSR) model. Specifically, we collect 200 stop sign images
from the GTSRB and LISA test set for evaluation. To avoid
the geometry being out of the scope of the stop sign, we
use a mask to indicate the allowable modification positions.
We get the mask by averaging 200 test images and binary
it. Table 4 lists the digital adversarial performance. As we
can observe, the proposed method obtains superior attack
performances on two TSR models, especially for GTSRB
CNN (100% ASR). In addition, as for LISA-CNN, the at-
tack performance increase with the geometries. One pos-
sible reason is that the affected area of the clean image is
larger with the change of geometries under a similar circle.

4.4. Adversarial Defense

In this part, we investigate the attack performance un-
der the following adversarial defense methods: preprocess-
based method and adversarial trained model. The former
includes Total Variance Minimization (TVM) [14], standard
Pixel Deflection (Pixel) [31], JPEG compression with qual-

Table 4. Quantitative results of RELA on TSR model in terms of
ASR (%).

LISA-CNN GTSRB-CNN
RFLA-Triangle 68.5 100

RFLA-Rectangle 92.5 100
RFLA-Pentagon 93.5 100
RFLA-Hexagon 97.5 100

Table 5. Comparison results of attack methods under different de-
fense strategies in terms of ASR (%).

method TVM Pixel JPEG Blur AdvIncV3 EnvAdvV2
Bezier [11] 74.4 54 39.8 51.7 37.5 24.2

RFLA-LINE 73.7 50.2 38.3 49.3 37.1 23.3
TPA [49] 76.5 37.2 41.5 49.8 53.7 44.6

DAPatch [4] 79.3 28.2 32 42.8 59.5 47.4
RFLA-Triangle 84.4 74.5 64.4 75 57.3 45.1

RFLA-Rectangle 88 80.3 70.5 80.1 67.8 57.6
RFLA-Pentagon 84.5 45.1 55.5 64.4 71.8 64.3
RFLA-Hexagon 88.8 81.6 73.6 84.6 68.9 62.9

Table 6. Physical adversarial attacks under different light sources
on different models in terms of ASR (%).

RN50 VGG16 DN121
Sunlight 81.25 81.25 81.25

Flashlight 87.5 87.5 87.5

ity factor 75 [26], and Gaussian blur with the kernel size
5, while the latter includes the adversarial trained model
consisting of Adv-Inc-v3 (AdvIncV3) [38] and Ens-Adv-
IncRes-v2 (EnvAdvV2) [42]3. Table 5 reports the attack
performance after the adversarial defense. As we can ob-
serve, on the one hand, the proposed method falls behind
Bezier under defense strategy by 1.58% in terms of aver-
age ASR, which may attribute to the curve generated by
Bezier exhibiting more robustness to the defense strategy
than the line. On the other hand, other geometries gener-
ated by the proposed method significantly outperform the
comparison method under the defense strategy. Specifically,
the proposed method obtains the average ASR of RFLA-
Triangle, RFLA-Rectangle, RFLA-Pentagon, and RFLA-
Hexagon under defense is 63.37%, 70.77%, 63.11%, and
73.43%. In contrast, TPA and DAPatch are 49.24% and
46.77%. Such a result suggests that our method is more
robust than the comparison method under different defense
strategies.

4.5. Physical Adversarial Attacks

Unlike the previous physical attacks that generate the
adversarial pattern for the physically captured images, we
generate the adversarial pattern (i.e., colored geometries)
for digital images (the target model is RN50) and then re-
flect the light according to the optimized variables toward
the corresponding printed images. In physical adversarial
attacks, we use sunlight and a flashlight as the light source

3https://github.com/rwightman/pytorch-image-models
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Camera→Rubber Camera→Laptop Camera→Television

Arch bridge →

Window screen
Arch bridge → Screen Arch bridge→Screen

Figure 6. Physical adversarial examples.

Predict: Speed Limited 30

Confidence: 99.99%

Predict: Yield

Confidence: 71.94%

Predict: Road Work

Confidence: 75.44%

Predict: Road Work

Confidence: 85.57%

Light source: flashlight Light source: sunlight

Figure 7. Examples of the ”stop” sign with the reflected light and
its prediction result on GTSRB CNN.

to mimic two different scenarios. We only evaluate one ge-
ometry (i.e., rectangle) for simplicity. Specifically, we ran-
domly select six images from the dataset and generate the
corresponding adversarial examples, where the color set is
fixed during the optimization for physical deployment. Note
that all selected images can be correctly classified as their
original label after printing out. We use eight colors: seven
colors created by seven transparent color plastic sheets and
one white reflected sunlight. Finally, we capture the physi-
cal adversarial examples from 2 meters away, collecting 48
images for each light source.

Table 6 lists the evaluation results. As we can observe,
the ASR against the three models is above 80% on physical
adversarial examples created by two different light sources.
Interestingly, we find that physical adversarial examples
created by the reflected light against RN50 can consistently
mislead the different models, indicating the reflected light is
well-transferable even in the physical world. Figure 6 illus-
trates the physical adversarial examples. Furthermore, we
study the effectiveness of reflected light attacks using sun-
light and a flashlight on the TSR model. Figure 7 illustrates
examples generated by different geometrical shapes.

4.6. Ablation Study

Attack performance v.s. transparency. The trans-
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Figure 8. From left to right: (a) The trend of ground-truth la-
bel confidence with changing transparency, where blue points de-
note the successful attack. (b) The frequency of successful attacks
(RFLA-Triangle) with changing of transparency.
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Figure 9. The confidence distribution of the ground-truth label on
adversarial examples. Blue points denote the attack fail color tu-
ple, while red points denote the attack success color tuple.

parency α determined the cover intensity of the color. When
α is set to one, the pixel value of the clean image at the
specific position is substituted by the pure color, while the
smaller value is the lower transparency of the color. We
study how transparency changes the attack performance.
Specifically, we fixed the other variables except for trans-
parency, which traveled from [0,1] with a step size of 0.01.
Figure 8 (a) illustrates the evaluation results of various ge-
ometries. As expectedly, the confidence of the ground-truth
label decrease with enlarges of α. In contrast, the attack per-
formance (represented in the number of blue points) rises
with the increases in transparency, as more content of the
clean image is covered due to deeper pure color. Moreover,
we statistics the frequency of successful and failed attacks
of the RFLA-Triangle on 100 test images, which is depicted
in Figure 8 (b), consistent with the previous analysis.

Attack performance v.s. color. The pattern of adver-
sarial perturbation is crucial for a successful attack. Unlike
the previous works that optimize the pixel-wise perturba-
tion, we focus on the channel-wise perturbation (perturb a
channel with one value) as we must ensure the perturbation
is physically realizable by reflecting the light. Furthermore,
channel-wise perturbation is visually more acceptable than
pixel-wise perturbation. Specifically, we select the color tu-
ple set in intervals of 16 pixels across the three RGB chan-
nels to investigate how color influences the attack perfor-
mance. Figure 9 illustrates the evaluation results. As we
can observe, the success cases almost cluster in specific ar-
eas near the searched optimal color tuple when other vari-
ables are fixed. In other words, the optimal color tuple has
certain robustness to a slight change of color, which makes
our attacks can undertake some distortions when applied in
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Figure 10. From left to right: (a) Model attention on the clean
image; (b) Adversarial examples; (c) Prediction confidence distri-
bution of the clean image with the change of position, where blue
points (the center of the circle) denote the successful attacks.
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Figure 11. Comparison result with RFLA and random search in
terms of ASR.

the physical world.

Attack performance v.s. position. To investigate the
influence of the position of the adversarial perturbation to
attack performance, we fixed the optimal variable except for
position. Then, we sample the position in intervals of two
steps. Furthermore, we also give the Grad-Cam for com-
parison. Figure 10 provides the evaluation results. As we
can see, the adversarial geometry plotted around the content
areas significantly drops the prediction confidence of the
model on the clean image. Meanwhile, the attack success
area is consistent with the model attention area, which in-
dicates that our method can automatically locate the model
attention areas to perform attacks.

RFLA v.s. Random search. To investigate the effec-
tiveness of the proposed algorithm, we use the proposed
method to find the optimal triangle reflected light with white
sunlight. For comparison, we conduct the random search
algorithm under the same settings. The evaluation result
is illustrated in Figure 11. As we can see, RFLA out-
performs the random baseline significantly. Specifically,
RFLA achieves the average ASR of 95.13%, obtaining
an improvement of 13.63% than the random search (i.e.,
81.5%), which shows the effectiveness of our method.

5. Conclusion

In this paper, we propose a novel reflected light attack
to realize effective and stealthy attacks in both digital and
physical worlds, which may impose potential risks to auto-
matic driving systems. Specifically, to explore how to con-
trol the reflected light’s position, geometry, and pattern, we
exploit the characteristic of the circle and propose a general
framework based on the circle. To create a geometry, we
first generate a specific number of angles to construct the
point in circumference, followed by applying point symme-
try against the center of a circle to generate a new point.
These obtained points fence a geometrical shape where the
fill color and transparency are optimized. Finally, we ap-
ply the PSO algorithm to find the best position, geometry,
fill color, and transparency. Experiment results on digital
and physical attacks verify the effectiveness of the proposed
method. Moreover, our method can not only use sunlight
but also can use flashlights to perform physical attacks for
adapting to different environments.

Limitations. Though the reflected-light attack can per-
form in different environments, it is hard to remain effective
in bad weather, such as fog and rain. A more penetrating
light source (e.g., the traffic light and foglight) may work in
such conditions.

Potential negative societal impact and mitigation.
Similar to other types of attack, the adversarial attack is
inevitable to cause potential security risks, especially for
those physically deployed systems. However, we aim to
arouse people’s attention to such related applications and
then encourage people to develop defense techniques to
counter the reflected-light attack. To thwart the RFLA at-
tack proposed in this paper, one can develop multimodal-
based DNN systems.
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