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Figure 1: V3Det is a vast vocabulary visual detection dataset with precisely annotated bounding boxes of 13,204 categories, significantly
more diverse than existing visual detection datasets, e.g., COCO [34], Objects365 [45], OpenImages [29], and LVIS [23]. The hierarchical
category tree, per-category object distributions, and annotated image samples of V3Det are shown in this figure.

Abstract

Recent advances in detecting arbitrary objects in the
real world are trained and evaluated on object detection
datasets with a relatively restricted vocabulary. To facili-
tate the development of more general visual object detec-
tion, we propose V3Det, a vast vocabulary visual detec-
tion dataset with precisely annotated bounding boxes on
massive images. V3Det has several appealing properties:
1) Vast Vocabulary: It contains bounding boxes of objects
from 13,204 categories on real-world images, which is 10
times larger than the existing large vocabulary object de-
tection dataset, e.g., LVIS. 2) Hierarchical Category Orga-
nization: The vast vocabulary of V3Det is organized by a
hierarchical category tree which annotates the inclusion re-
lationship among categories, encouraging the exploration
of category relationships in vast and open vocabulary ob-

* equal contribution.

ject detection. 3) Rich Annotations: V3Det comprises pre-
cisely annotated objects in 243k images and professional
descriptions of each category written by human experts and
a powerful chatbot. By offering a vast exploration space,
V3Det enables extensive benchmarks on both vast and open
vocabulary object detection, leading to new observations,
practices, and insights for future research. It has the poten-
tial to serve as a cornerstone dataset for developing more
general visual perception systems. V3Det is available at
https://v3det.openxlab.org.cn/.

1. Introduction
Object detection [21, 20, 43, 2, 35, 33, 4, 47, 52, 50, 53,

51, 62] is the cornerstone of various real-world applications,
e.g., autonomous driving, robotics, and augmented reality.
Taking images as inputs, it localizes and classifies objects
within a given vocabulary, where each detected object is
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denoted as a bounding box with a class label.
Detecting arbitrary objects has been a long-standing goal

in computer vision. Since the real world contains a vast
variability of objects in countless classes, an ideal visual de-
tection system should be able to detect objects from an ex-
tremely large set of classes and be readily applied to open-
vocabulary categories. Therefore, it is imperative to equip
the community with an object detection dataset with a vast
vocabulary, as this can accelerate the exploration toward
more general visual detection systems.

While there have been extensive efforts to create ob-
ject detection datasets, they have only partially fulfilled the
requirements for a comprehensive dataset with a vast vo-
cabulary of categories. For example, as shown in Table 1,
COCO [34] is one of the most widely adopted datasets com-
prising 123k images with 80 categories. Objects365 [45]
and Open Images [29] are large-scale datasets aimed at pre-
training, where Objects365 annotates 638k images with 365
categories, and Open Images contains 1,515k images with
600 categories. While these two datasets provide signif-
icant amounts of annotated objects, their limited category
numbers still fall short in training class generalizable detec-
tors. LVIS [23] is a large vocabulary object detection and
instance segmentation [26, 5, 55, 48, 9, 59, 60, 5] dataset
containing 120k images with 1,203 categories. Despite its
success in recent advances in large / open vocabulary object
detection, the vocabulary of LVIS (1,203 categories) is still
insufficient to represent the vast diversity of classes in the
real world. Therefore, a new object detection dataset with
a significantly larger vocabulary would benefit the training
and evaluation of visual detectors.

To facilitate future research on more general object de-
tection, we introduce V3Det: Vast Vocabulary Visual De-
tection Dataset, which comprises a vast vocabulary of pre-
cisely annotated objects in real-world images. The pro-
posed dataset has several appealing properties: 1) Vast
Vocabulary: It contains bounding boxes of objects from
13,204 categories on real-world images, which is 10 times
larger than the existing large vocabulary object detection
dataset, such as 1,203 categories in LVIS. 2) Hierarchical
Category Organization: The vast vocabulary of V3Det is
organized by a hierarchical category tree that annotates the
inclusion relationship among categories. This tree begins
with ‘entity’ category, which is the ancestor of all classes,
containing both the categories of annotated objects and their
parent categories as shown in Figure 1. This hierarchical
tree enriches the vocabulary of V3Det, enabling the explo-
ration of category relationships in open-world recognition.
3) Rich Annotations: V3Det comprises precisely anno-
tated objects in 243k images. The large image collections
ensure the diversity of objects and scenes. Besides cate-
gory names, V3Det provides rich descriptions of each cat-
egory written by human experts and a powerful chatbot,

Dataset Categories Images Boxes Class Tree Descriptions

Pascal VOC [16] 20 11.5k 27k No No
COCO [7] 80 123k 896k No No

Objects365 [45] 365 638k 10,101k No No
Open Images [29] 600 1,515k 14,815k Yes No

LVIS [23] 1,203 120k 1,525k No No
ELEVATER [31] 314 132k 938k No Yes
BigDetection [1] 600 3,480k 35,960k No No

V3Det 13,204 213k 1,514k Yes Yes
V3Det (All) 13,204 243k 1,727k Yes Yes

Table 1: Dataset statistics comparison between the V3Det and ex-
isting object detection benchmarks on the released annotations, in-
cluding training and validation data. V3Det (All) includes all of
training, validation, and testing data of V3Det.

i.e., chatgpt, which can serve as language prompts for open-
vocabulary object detection.

Extensive benchmarks are conducted on V3Det to reveal
insights into this vast vocabulary object detection dataset.
Specifically, we perform extensive experiments on both
classical close-set object detection and open-vocabulary ob-
ject detection. 1) In close-set object detection, we evaluate
various wide-adopted object detection frameworks. We in-
troduce the best practices of data samplers, optimizers, and
classifier designs to achieve higher performance on V3Det.
2) In the open-vocabulary setting, we benchmark recent rep-
resentative methods on V3Det, shedding light on the chal-
lengings of open-vocabulary object detections on a vast vo-
cabulary of categories. Moreover, we show that pretraining
on V3Det significantly boosts the class generalizability of
detectors, demonstrating the solid benefits of a vast vocab-
ulary dataset for open vocabulary algorithms.

In summary, we introduce V3Det: Vast Vocabulary
Visual Detection Dataset with 13,204 categories, hierarchi-
cally organized with a category tree. To the best of our
knowledge, V3Det is the first object detection dataset with
more than ten thousand categories. Rich annotations of de-
tection bounding boxes in 243k images, along with profes-
sional category descriptions, ensure the diversity and ver-
satility of the dataset. Taking advantage of the vast explo-
ration space offered by V3Det, extensive benchmarks reveal
new observations, practices, and insights for future research
on vast and open vocabulary object detection. It has the po-
tential to serve as a cornerstone dataset for developing more
general visual perception systems.

2. Related Work

Visual Detection Datasets. A large-scale dataset of broad
categories is the key to building a robust visual detection
system, and the community has made many efforts. The
early PASCAL VOC [16] dataset contains 11.5K images of
20 categories. The MS COCO [34] dataset introduces 123K
images of 80 categories to depict complex everyday scenes
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of common objects. Objects365 [45], Open Images [29],
and BigDetection [1] are large-scale datasets for pretrain-
ing, where the largest BigDetection contains 3,480k im-
ages of 600 categories. ELEVATER [31] is a multi-domain
benchmark that comprises 35 datasets. While these datasets
provide significant amounts of annotated objects, their lim-
ited category numbers still fall short in training class gen-
eralizable detectors. LVIS [23] is the detection dataset of
the largest vocabulary size yet, which has 1,203 categories
and exhibits a long-tailed distribution. Our V3Det dataset
pursues a broader categories distribution that covers 13,204
classes, enabling training a more general detector.
Object Detection. Object Detection aims to localize and
classify objects, which has witnessed remarkable progress
in recent years. The classical CNN-based detectors can be
divided into two sets. Two-stage detectors[21, 20, 43, 2,
67] first predict a set of proposals and then refine them in
the second stage. One-stage detectors [33, 42, 35], which
directly classify and regress the predefined anchor boxes, or
densely searching geometric cues like points [49], centers
[15], corners [30]. Recent transformer-based detectors [4,
68, 58] remove hand-designed components like NMS and
anchors and show superior performance than CNN-based
ones. In this work, we test various methods of different
paradigms on our V3Det dataset.
Open-Vocabulary Object Detection. Open-Vocabulary
Object Detection (OVD) aims to detect novel classes not
seen during training. To cope with the limitation of tra-
ditional detectors that detect only a predefined set of cat-
egories, OVD approaches usually adopt vision-language
models [40, 12] or utilize external data with weak anno-
tations [44, 7, 46]. Specifically, OV-RCNN [57] uses BERT
[12] to pretrain Faster R-CNN on a corpus of image-caption
pairs. ViLD [22] distills general knowledge from CLIP [40]
into a two-stage detector. GLIP [32] and MDETR [27] con-
vert detection as a grounding task with captions. Region-
CLIP [65] enhances CLIP to match image regions and tex-
tual concepts better. Detic [66] extends the classification
capacity to twenty-thousand with image-level annotations
from ImageNet-21K [44]. Though these works achieve ex-
cellent performance on two benchmarks, MS COCO [34],
and LVIS [23], we found by experiments that they can
hardly apply in a scenario of vast categories.

3. V3Det Dataset
This section presents a comprehensive exposition of the

V3Det dataset, covering its data acquisition, annotation
pipeline, and dataset analysis.

3.1. Data Acquisition

The construction of the V3Det dataset is based on the
Bamboo [63] classification dataset, where most categories
and images utilized in the V3Det dataset are drawn from.

Bamboo Classification Dataset. The extensive Bam-
boo [63] classification dataset, containing 69 million anno-
tations for image classification across 119,000 visual cate-
gories, serves as a rich source of potential images and cat-
egories for the V3Det dataset. Although the Bamboo clas-
sification dataset is a mega-scale dataset, not all of its cat-
egories are suitable for detection purposes, such as ‘sunny
day’ and ‘happiness’. Additionally, many classification im-
ages are less complex for the detection task. To address
these issues, we developed a category construction and im-
age selection process to obtain suitable categories and im-
ages for the V3Det dataset.
Category Construction. By carefully checking the avail-
able 119,000 visual categories, three researchers with ample
expertise in object detection manually select visual concepts
suitable for object detection. Each concept is equipped with
a category name, a set of descriptions, and classification
images. The description is sourced from human experts
(e.g.,WordNet, Wikidata) or generated by ChatGPT. The
concepts unanimously chosen by all researchers will be in-
corporated into the V3Det dataset, resulting in 11,922 cate-
gories. In addition to selecting from the Bamboo classifica-
tion dataset, we meticulously collect 1,282 object detection
categories from web data. As a result, the V3Det dataset
comprises a total of 13,204 categories.
Image Selection. For categories obtained from the Bam-
boo classification dataset, we adopt their corresponding
images. For categories collected from web data, we
crawl 120 images per category from Flickr 1 and manu-
ally remove any mismatched images. To filter the sim-
ple classification images, we employ a region proposal net-
work (RPN) [43] jointly trained on four detection datasets,
namely COCO [34], LVIS [23], Objects365 [45], and Open-
Images [29], to extract region proposals for each image. Im-
ages with proposal counts exceeding 4,000 are removed to
avoid overcrowding in the dataset. The remaining 20 im-
ages per category with the largest number of proposals are
kept in the V3Det dataset.

3.2. Annotation

The overall annotation pipeline of V3Det follows a
coarse-to-fine strategy, as shown in Figure 2. In the coarse-
grained annotation and joint verification stages, objects be-
longing to coarse-grained categories and fine-grained image
classification labels are annotated with bounding boxes. In
the fine-grained annotation and intra-category verification
stages, the coarse-grained category of each bounding box is
further refined to the corresponding fine-grained category.
Annotation Team. To improve the accuracy of the annota-
tion, we establish four annotation teams. One large Annota-
tor Team performs all annotation steps in the entire annota-
tion pipeline. Two Inspector Teams are assigned to review

1https://www.flickr.com
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The Welsh Corgi is a small dog breed 
that originated in Wales. They have a 
distinctive appearance with short 
legs, a long body, and pointed ears. 
They are known for their intelligence, 
loyalty, and playful personality.
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Figure 2: The illustration of our annotation pipeline. a) Each group is assigned to annotate one coarse-grained category and image-
level categories belonging to the coarse-grained category. b) Annotations from all groups on the same image are merged and presented
together for joint verification. c) For each box with coarse-grained annotation, some recommendations are given to the annotators for the
fine-grained annotation. d) Objects annotated with the same fine-grained category are presented together for intra-category verification.

all the annotated images. Inspector Team I is responsible
for reviewing all the annotations made by the Annotator
Team. Once an annotation error is found in a data pack-
age (containing 100 images), the package will be returned
for re-annotation. The data package approved by Inspector
Team I will be further reviewed by Inspector Team II. Upon
successful approval by the two Inspection Teams, one Ex-
aminer Team will finally examine the data packages. Any
annotation errors will result in the data package being re-
turned for re-annotation. The described entire process will
be conducted in every stage of the annotation pipeline.
Coarse-grained Annotation. It is not feasible for each
annotator to memorize and annotate all 13,204 categories.
Therefore, we first divide the 13,204 categories into 53
coarse-grained categories, e.g., ‘animal and human’, ‘vehi-
cle’, and ‘device’. The annotators are then trained to com-
prehend a single coarse-grained category and memorize the
corresponding subcategories. Due to the similar appearance
in each subcategory set, it is easier for annotators to com-
plete the above task. To avoid misannotations, the annota-
tors are divided into 53 groups, and each group annotates
bounding boxes corresponding to a single coarse category
across the entire dataset. For each group, numerous im-
ages may not contain any objects corresponding to the as-
signed coarse-grained category, leading to a large number
of skipped images with no annotations. But extensive anno-
tations are necessary to ensure the annotation accuracy.

When annotating coarse-grained bounding boxes, anno-
tators also identify and annotate objects of image-level la-
bels if it belongs to their assigned coarse category. As
shown in Figure 2 a), the annotator of coarse group 1 (‘an-

imal and person’) also annotates the bounding box of the
image label (‘boy’). Image-level classification labels are
either from the Bamboo classification dataset or assigned
after crawling images from the internet. Upon completion
of the coarse-grained annotation stage, the resulting dataset
comprises images annotated with coarse-grained bounding
boxes and image-level fine-grained bounding boxes.
Joint Verification. Although the ‘one annotator one coarse-
grained category’ strategy significantly reduces the diffi-
culty of the annotations, there are still some annotation
problems that need to be addressed. One is duplicated
annotation. The other is missing annotation. Due to the
mega-scale categories in the dataset, it is hard to ensure
that coarse-grained categories are mutually exclusive. For
instance, the category ‘truck’ belongs to both the coarse-
grained categories ‘vehicles’ and ‘heavy machinery’. As a
result, one annotator may annotate a bounding box with ‘ve-
hicles’ for a truck, while another annotator may annotate a
box with ‘heavy machinery’ for the same truck. Meanwhile,
some fine-grained categories may not fit within a coarse-
grained category well, which may lead to missed annota-
tions from a small number of annotators.

To solve the aforementioned problems, a joint verifica-
tion stage is proposed. As shown in Figure 2 b), the annota-
tions from 53 annotation groups on each image are merged
and forwarded to proficient annotators who have demon-
strated exceptional skill in the coarse-grained annotation
stage. The annotators are tasked with correcting any du-
plicated or missed annotations. The inspector and examiner
teams review and examine this process to ensure the high
quality of the joint verification stage.
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Figure 3: Dataset analysis. a) The percentage of images containing more than 16 categories in our V3Det is greater than that in other
dataset. b) The mean image resolution of our V3Det is higher than COCO, LVIS and Objects365. c) The object scale in our V3Det is
comparable to that of the COCO and Open Images v6 datasets.

Fine-grained Annotation. After completing the previ-
ous stages, all objects within the dataset are annotated
by bounding boxes with coarse-grained categories or fine-
grained image-level categories. This stage aims to refine the
coarse-grained category of each bounding box to its corre-
sponding fine-grained category.

To alleviate the complexity of the coarse-to-fine annota-
tion task, fine-grained categories are ranked by leveraging
bounding boxes with image-level labels to assist the anno-
tators. Specifically, the image patches are firstly cropped
based on annotated bounding boxes, with a fixed padding
size of 25 pixels. Then an image encoder of a large pre-
trained visual language model, i.e., CLIP (ViT-L) [40] is
utilized to extract the discriminative features of the cropped
patches. To obtain the representation for a fine-grained cat-
egory i, we cluster all patch features of category i with
k-means [24] to get k prototypes c1i , c

2
i , ..., c

k
i . Following

CLUE [8], the similarity sxi between a coarse-grained im-
age patch x with a fine-grained category i is defined as:

sxi = max
j=1,2,...,k

e(x) · cji
∥e(x)∥∥cji∥

(1)

where e(x) is the extracted feature of patch x, and k is set
to 3. Due to mega-scale categories, ranking all fine-grained
categories solely based on the similarity score sxi gives sub-
optimal recommendations. Here we leverage the coarse-
grained annotations. Specifically, for a coarse-grained cate-
gory I , we construct a set of coarse-grained categories Im
that are more likely to be misannotated as category I . For
a given cropped patch annotated with I , a traversal list is
constructed with top-20 fine-grained categories belonging
to coarse-grained category I , along with top-10 fine-grained
categories whose coarse-grained categories is in Im.

During the fine-grained annotation stage, annotators are
required to match a given cropped patch with all fine-
grained categories in the traversal list. If none of the cat-
egories in the traversal list is correct, annotators are re-
quired to search in all fine-grained categories based on their
own knowledge. The search platform provides relevant cat-

egories based on the search keyword as suggestions. As
shown in Figure 2 c), the annotators choose the correspond-
ing fine-grained category according to example images and
class descriptions.

After the above steps, there is still a small number of
bounding boxes that are not successfully matched. To en-
sure the categories of these bounding boxes are not in the set
of 13,204 categories, a small subset of the bounding boxes
is sampled from each annotator, and a thorough check is
conducted to confirm the results. An error rate greater than
2% results in re-annotation.
Intra-category Verification. After the fine-grained anno-
tation stage, most annotation work of 13,204 categories has
been completed. To enhance the accuracy of the annota-
tions, a fine-grained intra-category verification stage is de-
signed, where all the image patches cropped by bounding
boxes with the same fine-grained category are displayed to-
gether, as in Figure 2 d). Annotators are tasked to verify if
there are any misclassified objects or inconsistent annota-
tions within the given fine-grained category with the help of
example images and descriptions. The misclassified objects
will be re-annotated in the fine-grained annotations stage,
and the inconsistent annotations will be directly corrected
by the annotator, following the same “largest bounding box”
rule as the Objects365 [45] dataset. This stage guarantees
the accuracy of our V3Det dataset with 13,204 categories.

3.3. Dataset Analysis

With the proposed annotation pipeline, approximately
243k images have been annotated with a total of 13,204 cat-
egories and 1.7M instances. The V3Det dataset exhibits the
following main characteristics:
Vast Vocabulary. As indicated in Table 1. The number of
the categories in the V3Det dataset is ten times greater than
that of previous detection datasets. The extensive categories
facilitate the development of the vast-vocabulary object de-
tection. Moreover, since a real open-vocabulary object de-
tector is also a vast-vocabulary object detector, the V3Det
dataset, with its vast vocabulary, could provide a more ro-
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bust benchmark to evaluate and support open-vocabulary
object detection. Figure 3 a) illustrates the full categories-
per-image distribution, where the percentage of images con-
taining more than 16 categories in V3Det is greater than that
in other datasets, indicating the complexity and difficulty of
the proposed V3Det dataset.
High Resolution. As shown in Figure 3 b), the higher im-
age resolution of the V3Det, as compared to COCO, LVIS
and Objects365, provides greater visual details that can aid
in object detection. Figure 3 c) shows the relative size dis-
tribution of bounding boxes. The object scale of V3Det is
comparable to that of the COCO and Open Images v6.
High Quality. To validate the annotation quality of the
V3Det dataset, three researchers with ample expertise in ob-
ject detection are asked to annotate 100 images randomly
sampled from V3Det dataset and 100 images randomly
sampled from LVIS dataset. The results demonstrate that
V3Det performs competitively with LVIS in terms of class-
specific recall, achieving 90.9% versus 91.2%. In addition,
V3Det outperforms LVIS in terms of mean average preci-
sion, achieving a higher rate of 86.5% compared to 81.2%.

4. Benchmarks

4.1. Experimental Settings

Split Setup. V3Det is divided into three splits, i.e., a
train split, a val split, and a test split. The train split
has 1,299,765 objects in 183,354 images, the val split has
214,416 objects in 29,821 images, and the test split has
212,437 objects in 29,863 images. We manually ensure at
least one object of each category in the val and test split.
The images and annotations of the train and val split will
be publicly available. We will release the images of the test
split and set up a public test server to evaluate the uploaded
results for fair comparisons. If not further specified, the re-
ported performance is trained on train split and evaluated
on val split. We perform benchmarks on both close-set vast
vocabulary object detection and open vocabulary object de-
tection. 1) In the vast vocabulary setting, we take all the
13,204 categories for training and evaluation. 2) In the open
vocabulary setting, we randomly sample 6,709 categories as
the base classes Cbase and the remaining 6,495 categories as
the novel classes Cnovel.
Evaluation Protocol. We follow the evaluation metrics of
the COCO [7] dataset to report the mean average precise
(AP) on different IoU thresholds (i.e., 0.5 ∼ 0.95).
Implementation Details. 1) In the vast vocabulary set-
ting, we evaluate two-stage / cascaded detectors [43, 2, 67],
single-stage detectors [33, 49, 61], and DETR-style detec-
tors [68, 58]. We take their standard implementations in
mmdetection [6], Detectron2 [56], and detrex [11]. All
models are trained with AdamW [37] optimizer, multi-scale
data augmentation, and repeat factor sampler [23] as the de-

fault setting. 2) In the open vocabulary object detection, we
follow the officially released code and settings for training
and inference. Please refer to supplementary materials for
more implementation details.

4.2. Experiments on Vast Vocabulary Settings

Compared to previous object detection datasets, V3Det
contains a vast vocabulary of 13,204 categories. We first
perform benchmarks on close-set vast vocabulary object de-
tection to reveal insights and best practices on V3Det.
Main Results. We evaluate detectors with two-stage, cas-
caded, single-stage, and DETR-style frameworks. Due to
the limited resources, we can only test some representa-
tive detectors, but we believe the selected frameworks are
sufficient to reveal important insights. As shown in Ta-
ble 2, we report the performance of Faster R-CNN [43],
CenterNet2 [67], and Cascade R-CNN [3] for two-stage
/ cascaded frameworks with ResNet-50 [25] and Swin-
B [36] backbones. Experimental results show that cascaded
frameworks (e.g., Cascade R-CNN, CenterNet2) signifi-
cantly outperform two-stage detectors (e.g., Faster R-CNN)
with around 8% on ResNet-50 and around 10% on Swin-
B. Single-stage detectors, e.g., FCOS [49] and ATSS [61]
perform much inferior to Faster R-CNN and Cascade R-
CNN on V3Det. The experimental results show that the cas-
caded refinement of regression and classification is crucial
in V3Det. The current leading paradigm DETR-style detec-
tors, e.g., Deformable DETR [68] and DINO [58], achieve
strong performance on V3Det. For example, DINO [58]
achieve higher performance than Cascade R-CNN [3] with
a large margin on ResNet-50 (33.5% v.s. 28.6%) and a clear
margin on Swin-B (42.0% v.s. 40.2%).

Moreover, we evaluate the Norm Linear Layer [54],
which is effective on large-vocabulary object detection
dataset, LVIS. The Norm Linear Layer significantly im-
proves the performance of Faster R-CNN, Cascade R-CNN,
and FCOS with different backbones on the V3Det dataset.
Best Practices on V3Det Dataset. We explore the effec-
tiveness of different data samplers, optimizers, and classi-
fiers on V3Det. We take cascade R-CNN w/ ResNet-50
backbone with 12 epochs training as our baseline. In Ta-
ble 3, we compare random sampler, class balanced sam-
pler [39], and repeat factor sampler [23]. We observe that
the repeat factor sampler and the class balanced sampler
perform comparably, slightly better than the random sam-
pler (∼ 0.2%). The results are consistent with the fact that
V3Det dataset has a relatively balanced category distribu-
tion. In Table 4, we perform an ablation study of AdamW
optimizer and Norm Linear Layer. Both AdamW optimizer
and Norm Linear Layer bring significant gains on V3Det.
Therefore, in Table 2, we take the AdamW optimizer and
repeat factor sampler as the default setting.
Evaluate Large Foundation Model on V3Det Dataset.
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Framework Method Epochs Backbone AP AP50 AP75

Two Stage / Cascade

Faster R-CNN [43] 24 ResNet-50 20.1 28.2 22.9
Swin-B 30.7 40.0 34.7

Faster R-CNN w/ Norm Linear Layer [54] 24 ResNet-50 25.4 32.9 28.1
Swin-B 37.6 46.0 41.1

CenterNet2 [67] 24 ResNet-50 28.3 33.7 30.4
Swin-B 39.8 46.1 42.4

Cascade R-CNN [3] 24 ResNet-50 28.6 34.8 31.1
Swin-B 40.2 47.3 43.0

Cascade R-CNN w/ Norm Linear Layer [54] 24 ResNet-50 31.6 37.3 33.7
Swin-B 42.5 49.1 44.9

Single Stage

ATSS [5] 24 ResNet-50 4.4 5.3 4.6
Swin-B 7.6 8.9 8.0

FCOS [49] 24 ResNet-50 6.5 8.1 6.9
Swin-B 15.0 17.9 16.0

FCOS w/ Norm Linear Layer [54] 24 ResNet-50 9.4 11.7 10.1
Swin-B 21.0 24.8 22.3

DETR Style
Deformable DETR [68] 50 ResNet-50 34.4 39.9 36.4

Swin-B 42.5 48.3 44.7

DINO [58] 24 ResNet-50 33.5 37.7 35.0
Swin-B 42.0 46.8 43.9

Table 2: We report benchmark results of close-set vast vocabulary object detection setting on V3Det. AdamW [37] optimizer and repeat
factor sampler [23] are adopted for better performance in this table. We report AP , AP50, and AP75 for comparsions.

Data Sampler AP AP50 AP75

Random Sampler 25.7 31.7 28.1
Class Balanced Sampler [39] 25.9 31.8 28.3
Repeat Factor Sampler [23] 25.9 32.0 28.4

Table 3: Study on different data samplers using Cascade R-CNN
ResNet-50 with 12 epochs training as the baseline. AdamW opti-
mizer is adopted in this table.

Recent advances in the foundation model dramatically
boost the performance on existing object detection bench-
marks, e.g., COCO and LVIS. Taking a recent foundation
model EVA [17] as an example, its ViT-G [13] version is
first pre-trained on Objects365 [45] dataset and then fine-
tuned on the target dataset, achieving 64.2% AP on COCO
and 62.2% AP on LVIS. Notably, LVIS is always consid-
ered a much more challenging dataset than COCO due to
its large vocabulary and long-tailed distributions. However,
EVA achieves comparable performance on both datasets.
We explore whether such a powerful model can still achieve
such a strong performance on V3Det. As in Table 5, we re-
port the performance of EVA w/ ViT-G on COCO, LVIS,
and V3Det. To have a fair comparison, all training settings
and model architecture are the same in experiments. Com-
pared to 60+% AP on COCO and LVIS, there exists still
wide space to improve the performance on V3Det.
Performance Differences Between Val and Test Split.
We evaluate Cascade R-CNN [3] and DINO [58] with 24
epochs and Swin-B backbone on val and test split of V3Det.
The performance on test is just slightly higher than val split

AdamW Norm Linear Layer AP AP50 AP75

20.9 25.3 22.6
✓ 25.9 31.8 28.3

✓ 27.3 33.8 29.8
✓ ✓ 28.3 34.5 30.8

Table 4: Study on AdamW optimizer and Norm Linear Layer us-
ing Cascade R-CNN ResNet-50 with 12 epochs training baseline.

Dataset AP AP50 AP75

COCO [34] 64.2 81.9 70.6
LVIS [23] 62.2 76.2 65.4

V3Det 49.4 54.8 51.4

Table 5: Comparison of the detection performance of a strong
foundation model, i.e., EVA [17] on COCO, LVIS, and V3Det.

with 0.6%AP and 0.4%AP on the two methods, respec-
tively, showing the consistency between the two splits.

4.3. Experiments on Open Vocabulary Settings.

Detecting objects of arbitrary categories is a long-
standing goal of object detection. In recent years, open vo-
cabulary object detection has attracted more and more atten-
tion that aims to detect objects of any category after train-
ing on a close set of categories. In this section, we evaluate
existing open vocabulary object detection (OVD) works on
V3Det for more comprehensively measuring their category
generalization ability.
Evaluate Pre-trained OVD models. We first test various
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Method Framework Training Data AP bAP nAP

PBL [19] MRCNN-R50 COCO,CCCap,VG,SBU 0.24 0.22 0.26

VL-PLM [64] FRCNN-R50 COCO 0.10 0.08 0.19

PromptDet [18] MRCNN-R50 LVIS,LAION 0.61 0.58 0.63

ViLD [14] MRCNN-R50 LVIS 0.52 0.49 0.55

DetPro [14] MRCNN-R50 LVIS 0.53 0.52 0.55

GLIP [32] DyHead[10]-SWT O365,GoldG,CC3M,SBU - - 0.91

OC-OVD [41] FRCNN-R50 LVIS,ImageNet 0.97 0.92 1.03

RegionClip [65] FRCNN-R50 LVIS 0.72 0.71 0.72

Detic [66] CenterNet2-R50 LVIS,ImageNet 1.00 0.95 1.04

Table 6: Evaluation results of directly testing pretrained open-
vocabulary object detectors on V3Det. The framework and train-
ing data are also reported. AP , bAP , and nAP indicates the
performance on all classes, base classes Cbase, and novel classes
Cnovel of V3Det. GLIP is evaluated only on nAP due to its high
inference cost with a large class number. For framework, MR-
CNN, FRCNN, R-50, and SWT indicate Mask R-CNN, Faster R-
CNN, ResNet-50, and Swin Transformer Tiny Model. For training
data, CCCap, VG, SBU, O365, and CC3M indicate COCO Cap-
tion [7], Visual Genome [28], SBU Caption [38], Objects365 [45],
and Conceptual Caption 3M [46], respectively. GoldG indicates
gold grounding data curated by MDETR [27].

Method Framework Training Data AP bAP nAP

Detic [66] Centernet2-R50 V3Det-Cbase 17.7 30.2 6.7

RegionClip [65] FR-CNN-R50 V3Det-Cbase 12.6 22.1 3.1

Table 7: Evaluation of two representative open-vocabulary object
detection works with training on Cbase in train split of V3Det.

OVD methods via direct inference on V3Det val split. As
shown in Table 6, we report the results on AP of all cate-
gories, bAP of base classes Cbase, nAP of novel classes on
Cnovel. Experimental results show that all OVD methods
trained on existing object detection datasets, e.g., COCO,
LVIS, and objects365, fail to perform well on V3Det.
Among them, Detic achieves the highest performance of
only 1% AP . According to Table 2, fully supervised de-
tectors can obtain much superior performance on V3Det.
This observation shows that OVD methods still have a large
exploration space to improve themselves.
Evaluate OVD methods trained on V3Det. We further
explore the effectiveness of current OVD methods after
training on V3Det. Specifically, we train two well-known
OVD methods, i.e., Detic [66] and RegionCLIP [65] on
base classes Cbase in train split of V3Det, and test them
on both Cbase and Cnovel in val split of V3Det. As shown
in Table 7, after training on Cbase of V3Det, both methods
gain considerable improvements on both bAP and nAP .
Notably, nAP of Detic and RegionCLIP are significantly
boosted from 1.04% to 6.7% and 0.72% to 3.1%, respec-
tively. Although the performance is still far from that of
supervised models, these experimental results confirm that

Training Data LVIS-nAP Objects365-AP

LVIS∗ [23] 7.0 1.6

LVIS∗ + ImageNet-22k∗ [44] 13.2 3.4

V3Det∗ 14.5 4.4

Table 8: Comparsions of category generalization. Detic is adopted
as the OVD framework. 1) LVIS∗: LVIS train split without cate-
gories of LVIS-rare and objects365, 2) LVIS∗ + ImageNet-22k∗:
LVIS train split without categories of LVIS-rare and objects365 +
ImageNet-22k images with class labels in LVIS and objects365,
3) V3Det∗: V3Det train split without categories of LVIS-rare and
objects365. LVIS-nAP and Objects365-AP indicate the perfor-
mance of LVIS rare classes and all Objects365 classes.

a vast vocabulary dataset will lead to stronger category gen-
eralization ability.
Category Generalization of V3Det. To further verify the
effectiveness of V3Det in training open vocabulary object
detectors, we evaluate Detic trained with V3Det on LVIS-
rare and objects365 categories. We form a new subset of
categories C∗

v3det = Cv3det \ (Clvis rare ∪ Cobjects365)
which remove LVIS rare classes and Objects365 classes
from the vocabulary of V3Det, and C∗

lvis = Clvis \
(Clvis rare ∪ Cobjects365) which remove LVIS rare classes
and Objects365 classes from the vocabulary of LVIS. After
learning from C∗

v3det and C∗
lvis, we report the performance

of LVIS-nAP of LVIS rare classes and Objects365-AP of
objects365 on the val split of the two datasets. As shown in
Table 8, Detic trained on C∗

v3det significantly outperforms
the one trained on C∗

lvis, even on rare classes of LVIS itself.
Moreover, we also try to leverage ImageNet images with
class labels in LVIS and objects365, which means ‘LVIS∗

+ ImageNet-22k∗’ setting contains target categories, i.e.,
LVIS-rare and objects365. Surprisingly, V3Det still per-
forms better, showing its capability to serve as a dataset for
further research on open vocabulary object detection.

5. Conclusion

We introduce V3Det, a vast vocabulary visual detection
dataset with precisely annotated bounding boxes on mas-
sive real-world images. V3Det comprises 243k images in
13,204 categories. The vast vocabulary is organized by a
hierarchical category tree. Professional descriptions of each
category written by human experts and a powerful chatbot
are available. Extensive benchmarks are performed on both
vast and open vocabulary object detection, leading to new
observations, practices, and insights for future research.
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