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Abstract

Binarization of neural networks is a dominant paradigm
in neural networks compression. The pioneering work
BinaryConnect uses Straight Through Estimator (STE) to
mimic the gradients of the sign function, but it also causes
the crucial inconsistency problem. Most of the previous
methods design different estimators instead of STE to miti-
gate it. However, they ignore the fact that when reducing the
estimating error, the gradient stability will decrease con-
comitantly. These highly divergent gradients will harm the
model training and increase the risk of gradient vanishing
and gradient exploding. To fully take the gradient stabil-
ity into consideration, we present a new perspective to the
BNNs training, regarding it as the equilibrium between the
estimating error and the gradient stability. In this view, we
firstly design two indicators to quantitatively demonstrate
the equilibrium phenomenon. In addition, in order to bal-
ance the estimating error and the gradient stability well, we
revise the original straight through estimator and propose a
power function based estimator, Rectified Straight Through
Estimator (ReSTE for short). Comparing to other estima-
tors, ReSTE is rational and capable of flexibly balancing
the estimating error with the gradient stability. Extensive
experiments on CIFAR-10 and ImageNet datasets show that
ReSTE has excellent performance and surpasses the state-
of-the-art methods without any auxiliary modules or losses.

1. Introduction
Deep neural networks have revolutionary development

in recent years since its admirable ability to learn discrimi-
nate features [31, 20, 15, 38, 45]. But they tend to require
massive computational cost and memory cost, which is un-
suitable to deploy at some resource-limited devices. To this
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Figure 1: The intuitive illustrations of the equilibrium per-
spective of BNNs training, i.e., the equilibrium between the
estimating error and the gradient stability. When reducing
the estimating error, the gradients will become highly diver-
gent, which harms the model training and increases the risk
of gradient vanishing and gradient exploding. Blue, orange
lines represent the estimators and sign function respectively.

end, many network compression methods have been pro-
posed [25, 19, 23], such as pruning [39, 59, 58, 13], tiny
model design [55, 25, 49, 29], distillation [40, 50, 56] and
tensor decomposition[43]. Among them, network quanti-
zation [8, 44, 32, 21, 1] is a kind of excellent method with
high compression ratio and little performance degradation.
Binary Neural Networks (BNNs) [8, 9, 27], an extreme case
of network quantization which aims to quantize 32-bit in-
puts into 1-bit, attract great research enthusiasm in recent
years due to its extremely high compression ratio and great
performance in neural networks compression.

In BNNs research, the pioneering work BinaryCon-
nect [8] proposes to apply sign function to binary the full-
precision inputs in forward process, and use the straight
through estimator (STE) to mimic the gradients of the sign
function when backpropagation, which achieves great per-
formance. However, the difference between the forward
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and the backward processes causes the crucial inconsistency
problem in BNNs training. To reduce the degree of incon-
sistency, many previous works design different estimators
instead of STE, attempting to narrow the estimating error.
Nevertheless, they neglect the fact that when reducing the
estimating error, the gradient stability will decrease con-
comitantly. This will make the gradients highly divergent,
harming the model training and increasing the risk of gradi-
ent vanishing and gradient exploding.

To fully take the gradient stability into consideration, we
present a new perspective to the BNNs training, regarding
it as the equilibrium between the estimating error and the
gradient stability, as shown in Fig. 1. In this view, we firstly
design two indicators to measure the degree of the equilib-
rium between estimating error and the gradient instability.
With these indicators, we can quantitatively demonstrate
the equilibrium phenomenon. In addition, to balance the
estimating error with the gradient stability well, we revise
the original straight through estimator (STE) and propose a
power function based estimator, Rectified Straight Through
Estimator, ReSTE for short. The insight is from the fact
that STE is a special case of the power function. With this
design, ReSTE is always rational, i.e., having less estimat-
ing error than STE, and capable of flexibly balancing the es-
timating error and the gradient stability, which are the two
main advantages of ReSTE comparing to other estimators.

Sufficient experiments on CIFAR-10 [30] and large-
scale ImageNet ILSVRC-2012 [11] datasets show that our
method has good performance and surpasses the state-of-
the-art methods without any auxiliaries, e.g., additional
modules or losses. Moreover, by two carefully-designed in-
dicators, we demonstrate the equilibrium phenomenon and
further show that ReSTE can flexibly balance the estimating
error and the gradient stability. Our source code is available
at https://github.com/DravenALG/ReSTE, hop-
ing to help the development of the BNNs community.

2. Revisiting Binary Neural Networks
Binary Neural Networks (BNNs) [8, 9, 44, 6] aim to bi-

narize full-precision inputs, weights or features (also called
activations in BNNs literature) in each layers into 1-bits,
which is an extreme case of network quantization. Essen-
tially, the optimization of BNNs is a constraint optimization
problem. Naively using brute-force algorithms to solve this
problem is intractable due to the huge combinatorial proba-
bilities when the dimensions of input are large.

The exploration of tractable solutions to binary neural
networks training can be traced back to many pioneering
works [28, 7, 48]. Among them, BinaryConnect [8] forms
the main optimization paradigm in this domain due to its
great performance. BinaryConnect connects a sign function
between the full-precision inputs and the following calcula-
tion modules in forward process. Since the gradients of the

sign function are zero almost everywhere, BinaryConnect
uses an identity function to substitute for the sign function
when calculating the gradients in backward process, which
is also known as straight through estimator (STE) [22, 4].
For convenience, we respectively donate z and zb as the
full-precision inputs and the binarized outputs. The forward
and backward processes of the binary procedure in Bina-
ryConnect are as follows:

Forward:zb = sign(z),

Backward:
∂L
∂z

=
∂L
∂zb

,
(1)

where L is the loss function and sign represents the
element-wise sign function. It means that the gradients with
respect to the full-precision inputs straightly equals to the
gradients of the binarized outputs, which is also the origin
of the name straight through estimator.

To improve the performance of binary neural networks,
many different improvement strategies have been proposed.
Some works try to modify the model architectures of the
backbone, which heightens the expressive ability of the bi-
nary neural networks [37, 36]. In spite of the performance
improvement, these works revise the architectures of the
backbone, which is not universal to all architectures and
adds additional computational and memory cost in infer-
ence. In addition, some other works focus on improving the
forward process with some additional assistance, e.g., mod-
ules [54, 33, 53, 51], losses [3, 17, 18, 35, 46, 52] and even
distillation [50]. This type of methods significantly increase
parameters and the computational cost when training.

Besides, many works mainly focus on the essential and
vital component of binary neural networks training, i.e,
the estimator to mimic the gradients of the sign function.
BNN+ [10] designs a SignSwish function, Bi-Real-Net [37]
models a piece-wise polynomial function, DSQ [16] pro-
poses a tanh-based function, IR-Net [42] gives the EDE
function and FDA [53] applies Fourier series to simulate
the gradients. Although they have achieved excellent per-
formance, they ignore the fact that when reducing the esti-
mating error, the gradient stability will decrease concomi-
tantly, which means that the gradient will become highly di-
vergent, harming the model training and increasing the risk
of gradient vanishing and gradient exploding. To fully con-
sider the gradient stability in BNNs training, we present a
new perspective, viewing it as the equilibrium between the
estimating error and the gradient stability. From this per-
spective, we revise the original STE and propose a power
function based estimator, Rectified Straight Through Es-
timator (ReSTE for short). Comparing to the estimators
above, ReSTE is rational, i.e., having less or equal estimat-
ing error than STE and capable of flexibly balancing the es-
timating error and gradient stability. Sufficient experiments
show that our method surpasses the state-of-the-art methods
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Figure 2: Illustrations of the gradient distributions of STE
(left) and IR-Net (right). X-axes represent the values of the
gradients, y-axes are the frequency.

without any auxiliaries, e.g., additional modules or losses.

3. Estimator Meets Equilibrium Perspective
3.1. Equilibrium Perspective

The inconsistency problem is inevitable but crucial in
BNNs training since we use estimators to mimic the gradi-
ents of sign function in backpropogation. To mitigate the
degree of the inconsistency, lots of follow-up works design
different estimators instead of STE, aiming to reduce the es-
timating error. Although they improve the performance of
BNNs, they only care about reducing the estimating error
and ignore the concomitant gradient instability. The gradi-
ents will become highly divergent, which increases the risk
of gradients vanishing and gradients exploding, as shown in
Fig. 1. For more persuasive, we visualize the gradient dis-
tributions of STE [44] and the influential work IR-Net [42]
in Fig. 2. Although IR-Net attempts to reduce the estimat-
ing error by approximating the sign function as it claims,
it suffers from the problem of highly divergent gradients,
which will harm the model training.

To fully take the gradients stability into consideration,
we present a new perspective, considering BNNs training
as the equilibrium between the estimating error and the gra-
dient stability. For clear description, we first give the defi-
nition of the estimating error and the gradient stability. We
define that the estimating error is the difference between
the sign function and the estimator, which reflects how close
between the estimator and sign function. We define the gra-
dient stability as the divergence of the gradients of all pa-
rameters in each iteration. The insight is that when we use
estimator to close to sign function, the gradients of all pa-
rameters in one iteration are inevitably divergent, which is
intuitively shown in Fig. 1. This may lead to a wrong up-
dating direction and harm the model training.

With the definitions, we now formally discuss our equi-
librium perspective. Since the BNNs training is the equi-
librium between the estimating error and the gradient sta-
bility, we should not reduce estimating error without limits.

Instead, we should design an estimator which can easily ad-
just the degree of equilibrium to obtain better performance.

3.2. Indicators of Estimating Error and Gradient
Instability

To quantitatively and clearly demonstrate the equilib-
rium phenomenon, we firstly design two indicators to quan-
titatively analyze the degree of the estimating error and the
gradient instability.

Since the estimating error is the difference between the
sign function and the estimator, we stipulate that the esti-
mating error can be evaluated by the distance between the
results through the element-wise sign function and the re-
sults through the estimator in each iteration. We define f(·)
as the estimator and D as the distance metric. The degree
of estimating error can be formally described as:

e = D(sign(z), f(z)), (2)

where D(·) is L2-norm in our method. We call e as the
estimating error indicator.

In addition, to measure the degree of the gradient stabil-
ity, we design a gradient instability indicator. Since the
gradient stability is the divergence of the gradients of all
parameters in each iteration, we use the variance of gradi-
ents of all the parameters in each iteration to evaluate it. We
design the indicator as follows:

s = var(|g|)), (3)

where g donates the gradients, | · | is the element-wise ab-
solute operation and var(·) stands for the variance operator.
Here we use absolute operation since we only care about
the gradients magnitude (the updating directions are not rel-
evant to the gradient stability). Note that s is the gradient
instability indicator that the magnitude of s reflects the de-
gree of the instability.

3.3. Rectified Straight Through Estimator

To balance the estimating error and the gradient stabil-
ity, we should design an estimator that can easily adjust the
degree of equilibrium well. Before that, we firstly claim
that sign function and STE are two extremes in gradient
stability. The sign function has zero gradients almost ev-
erywhere and has infinite gradients at the origin of the co-
ordinate, whose gradients are completely vanishing or ex-
ploding. Therefore sign function has the highest gradient
instability. In contract, STE uses linear function to esti-
mate the gradients of sign function, which not at all changes
the gradients backward in the estimating process. So STE
is with the lowest instability. We want to design an esti-
mator close to sign function to get less estimating error,
but not too much unstable to train. Based on this intu-
ition, we design two properties that an estimator should
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Figure 3: Illustrations of the forward (left) and backward
(right) processes of ReSTE.

satisfy: 1) Rational property: It should always have less
or equal estimating error than straight through estimator
(the identity function), which can be formally described as
D(sign(z), f(z))−D(sign(z), z) ≤ 0. The rational prop-
erty is rational since the fact that if an estimator has more
estimating error than STE in some ranges, directly applying
STE to mimic the gradients in these ranges is more rea-
sonable, which is more stable and has less estimating error.
2) Flexible property: It should be capable of flexibly ad-
justing the degree of the estimating error and the gradient
stability to adjust the degree of equilibrium. The flexible
property consists of two aspects. First, the estimator can
change from STE to sign function. Second, the changing
should be gradually. Gradually changing means that each
point can move a small step closer to sign function when
we adjust the estimator, which is the key to find a suitable
degree of the equilibrium.

To achieve these goals, we revise the STE and propose a
power function based estimator, Rectified Straight Through
Estimator, ReSTE for short. The inspiration of ReSTE is
that the STE strategy (identity function) is a special case
of the power function, when the power is one for specific.
When the power function is close to STE, the gradient is
stable, but the estimating error is large. When the power in-
creases, the power function will close to sign function and
have less estimating error, while increasing the instability of
the gradients. In a word, power function can easily change
from STE to sign function, demonstrating its ability of ad-
justing the degree of equilibrium.

Under such observation, we propose to use power func-
tion as the estimator in backward process to balance the esti-
mating error and the gradient stability. Our ReSTE function
has the following form:

f(z) = sign(z)|z| 1o ,
s.t. o ≥ 1,

(4)

where o are hyper-parameters controlling the power, which
is also the degree of the equilibrium. In detail, o decides
the ratified degree of ReSTE to balance the estimating error

and gradient stability. Note that when o = 1, the ReSTE
function is the basic STE. With o increasing, the ReSTE
function closes to sign function, which has less estimating
error gradually. With simple derivation, the gradients of the
ReSTE function is:

f ′(z) =
1

o
|z|

1−o
o . (5)

Comparing to other estimators, ReSTE satisfies the prop-
erties proposed above, i.e., rational and capable of flexi-
bly balancing the estimating error and the gradient stability,
which are the two main advantages of our method. To prove
that, we firstly give the following lemma.

Lemma 3.1. If o1 ≥ o2, D(sign(z), f(z, o1)) −
D(sign(z), f(z, o2)) ≤ 0 holds. The proof is as follows:

D(sign(z), f(z, o1))

=

d∑
i=1

(sign(zi)− f(zi, o1))
2

=

d∑
i=1

(sign(zi)− sign(zi)|zi|
1
o1 )2

=

d∑
i=1

|1− |zi|
1
o1 |2,

(6)

where | · | is the absolute operation. Since o1 ≥ o2, with
the nature of the power function, we can achieve that when
|zi| ≤ 1, |1−|zi|

1
o1 | = 1−|zi|

1
o1 ≤ 1−|zi|

1
o2 = |1−|zi|

1
o2 |,

and when |zi| ≥ 1, |1−|zi|
1
o1 | = |zi|

1
o1 −1 ≤ |zi|

1
o2 −1 =

|1− |zi|
1
o2 |. Thus, |1− |zi|

1
o1 | ≤ |1− |zi|

1
o2 | always holds.

Then, we can write:

D(sign(z), f(z)) =

d∑
i=1

|1− |zi|
1
o1 |2

≤
d∑

i=1

|1− |zi|
1
o2 |

2

= D(sign(z), f(z, o2)).

(7)

Under the lemma, we give the proof of the two proper-
ties. As for the rational property, since STE equals to f(z, 1)
and ReSTE has the condition o ≥ 1, we can easily get that
D(sign(z), f(z)) − D(sign(z), z) ≤ 0 always holds by
lemma 3.1. About the flexible property, we know that STE
equals to f(z, 1) and when o → ∞, f(z) → sign(z), thus
ReSTE can change from STE to sign function. Moreover,
from the proof of lemma 3.1 we can observe that if o1 ≥ o2,
|1 − |zi|

1
o1 | ≤ |1 − |zi|

1
o2 | always holds for any zi, thus

|sign(zi) − f(zi, o1)| ≤ |sign(zi) − f(zi, o2)| always holds
for any zi. So the changing of ReSTE is gradually, where
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Backbone Method W/A Auxiliary Acc(%)

ResNet-18

FP 32/32 - 94.84
RAD [12] 1/1 Loss 90.50
IR-Net [42] 1/1 Module 91.50
LCR-BNN [46] 1/1 Loss 91.80
RBNN [33] 1/1 Module 92.20
ReSTE (ours) 1/1 - 92.63

ResNet-20

FP 32/32 - 91.70
DSQ [16] 1/1 - 84.11
DoReFa-Net [57] 1/1 - 84.44
IR-Net [42] 1/1 Module 85.40
LCR-BNN [46] 1/1 Loss 86.00
FDA 1/1 Module 86.20
RBNN [33] 1/1 Module 86.50
ReSTE (ours) 1/1 - 86.75
IR-Net * [42] 1/1 Module 86.50
LCR-BNN * [46] 1/1 Loss 87.20
RBNN * [33] 1/1 Module 87.50
ReSTE * (ours) 1/1 - 87.92

FP 32/32 - 91.70
DoReFa-Net [57] 1/32 - 90.00
LQ-Net [54] 1/32 - 90.10
DSQ [16] 1/32 - 90.20
IR-Net [42] 1/32 Module 90.80
LCR-BNN [46] 1/32 Loss 91.20
ReSTE (ours) 1/32 - 91.32

VGG-small

FP 32/32 - 93.33
LBA [24] 1/1 - 87.70
Xnor-Net [44] 1/1 - 89.80
BNN [9] 1/1 - 89.90
RAD [12] 1/1 Loss 90.00
IR-Net [42] 1/1 Module 90.40
RBNN [33] 1/1 Module 91.30
ReSTE (ours) 1/1 - 92.55

Table 1: Performance comparison with SOTA methods in
CIFAR-10 dataset. Auxiliary refers to whether some addi-
tional assistance is used (module or loss). FP is the full-
precision version of the backbone. * donates the method
with Bi-Real structure. W/A is the bit width of weights or
activations. Best results are shown in black bold font.

any zi moves a small step closer to sign function when in-
creasing o. Therefore, ReSTE satisfies the flexible property.
The rational and flexible properties are designed based on
the equilibrium perspective and form the main advantages
between ReSTE and other estimators in previous methods.

In addition, for more stable gradients, we use some gra-
dients truncation tricks to our estimator. First, we clip
the gradients where the corresponding full-precision inputs
with the absolute value larger than a threshold t to zero,
which considers the saturation in BNNs training [9]. Next,
since the gradients of ReSTE may be large when the input
is sufficiently small, we set a threshold m and the gradients
within the threshold (0,m), (−m, 0) use numerical method
(f(m)− f(0))/m, (f(0)− f(−m))/m to simulate.

For clear illustration, we demonstrate the forward and
backward processes of ReSTE in Fig. 3.

3.4. Overall Binary Method

We summarize the overall Binary procedure of our
method. As for the forward process of binarization, we

Backbone Method W/A Auxiliary Top-1(%) Top-5(%)

ResNet-18

FP 32/32 - 69.60 89.20
ABC-Net [34] 1/1 - 42.70 67.60
Xnor-Net [44] 1/1 - 51.20 73.20
BNN+ [5] 1/1 Loss 53.00 72.60
DoReFa-Net [57] 1/2 - 53.40 -
Bi-Real [37] 1/1 - 56.40 79.50
Xnor-Net++ [5] 1/1 - 57.10 79.90
IR-Net [42] 1/1 Module 58.10 80.00
LCR-BNN [46] 1/1 Loss 59.60 81.60
RBNN [33] 1/1 Module 59.90 81.90
FDA [53] 1/1 Module 60.20 82.30
ReSTE (ours) 1/1 - 60.88 82.59

FP 32/32 - 69.60 89.20
SQ-BWN [14] 1/32 - 58.40 81.60
BWN [44] 1/32 - 60.80 83.00
HWGQ [6] 1/32 - 61.30 83.20
TWN [2] 2/32 - 61.80 84.20
SQ-TWN [14] 2/32 - 63.80 85.70
BWHN [26] 1/32 - 64.30 85.90
IR-Net [42] 1/32 Module 66.50 86.80
LCR-BNN [46] 1/32 Loss 66.90 86.40
ReSTE (ours) 1/32 - 67.40 87.20

ResNet-34

FP 32/32 - 73.30 91.30
ABC-Net [34] 1/1 - 52.40 76.50
Bi-Real [37] 1/1 - 62.20 83.90
IR-Net [42] 1/1 Module 62.90 84.10
RBNN [33] 1/1 Module 63.10 84.40
LCR-BNN [46] 1/1 Loss 63.50 84.60
ReSTE(ours) 1/1 - 65.05 85.78

FP 32/32 - 73.30 91.30
IR-Net [42] 1/32 Module 70.40 89.50
ReSTE(ours) 1/32 - 70.74 89.50

Table 2: Performance comparison with SOTA methods in
ImageNet dataset. Auxiliary refers to whether some addi-
tional assistance is used (module or loss). FP is the full-
precision version of the backbone. W/A is the bit width of
weights or activations. Best results are in black bold font.

employ DoReFa-Net [57] as most of the previous methods
do[42, 33, 53, 46], which uses sign function to binarize the
inputs and endows a layer-level scalar β = ∥z∥l1 /n (n is
the dimensions of z) for binarization to enhance the repre-
sentative ability. In backpropagation, we apply ReSTE as
the estimator to simulate the gradients of the sign function.
About the hyper-parameter o to adjust the degree of equi-
librium, we use the progressive adjusting strategy, which is
proposed in [42] and widely used in recent works[33, 53].
We change o from 1 to oend when training, which we use
oend = 3 in our experiments. Comparing to the fixed strat-
egy, the progressive adjusting strategy ensures sufficient up-
dating at the beginning and accurate gradients at the end of
the training. Experiments about the design for the tuning
strategies of o are shown in supplementary materials.

In BNNs literature, there have two types of options to bi-
nary a neural network. The first type is that only the weights
are binarize and the second type is weights and activations
are both to be binarized, which significantly improves the
inference speed via XNOR and Bitcount operations [9, 42].
After binarization, the model size decreases 32x comparing
to the original full-precision model and the inference pro-
cess is accelerated.
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Estimators Formula Type Rational Flexible Acc(%)

DSQ [16] f(z) = l + ∆(i + (stanh (k (z − m)) + 1)/2) Tanh-alike Not rational Little flexible 84.11

STE [57] f(z) = z Identity function Rational Not flexible 84.44

EDE [42] f(z) = ktanh(tz) Tanh-alike Not rational Little flexible 85.20

FDA † [53] f(z) = 4
π

∑k
i=0 sin((2i + 1)ωz)/(2i + 1) Fourier series Not rational Little flexible 85.80

RBNN † [33] f(z) = k ·
(
−sign(z) t2z2

2 +
√
2tz

)
Polynomial function Not rational Little flexible 85.87

ReSTE (ours) f(z) = sign(z)|z|
1
o Power function Rational Flexible 86.75

Table 3: Results of the estimators comparison. † means we only use the estimators for fair comparison (without some
additional modules, the overall comparison can be found in Sec. 4.2). ”Rational” means that the estimator satisfies the
rational property proposed in Sec. 3.3 while ”Not rational” indicates dissatisfaction. ”Flexible” means that the estimator
satisfies the flexible property proposed in Sec. 3.3 while ”Not flexible” and ”Little flexible” means dissatisfaction. ”Not
flexible” implies that the estimator can not reduce the estimator. ”Little flexible” indicates that the estimator can reduce the
estimating error in some kind but not fully satisfy the flexible property. The best results are shown in black bold font.

4. Experiments

4.1. Datasets and Settings

Datasets. In this work, we choose two datasets, i.e.
CIFAR-10 [30] and ImageNet ILSVRC-2012 [11], which
are widely-used in binary neural networks literature [42, 33,
53]. CIFAR-10 is a common datasets for image classifica-
tion, which contains 50k training images and 10k testing
images with 10 different categories. Each image is of size
32x32 with RGB color channels. ImageNet ILSVRC-2012
is a large-scale dataset with over 120k training images and
50k verification images. Each image contains 224x224 res-
olutions with RGB color channels. It has 1000 different
categories.

Implementation Details. we follow the same setting
as other binary methods [42, 33] used for fair compari-
son. For specific, we apply RandomCrop, RandomHori-
zontalFlip and Normalize for both CIFAR-10 and ImageNet
pre-processing. We use SGD and set learning rate begin-
ning from 0.1. Cosine learning rate descent schedule is
adopted when training. What’s more, we only use cross
entropy as the loss function for classification. As for the
hyper-parameter oend, we set oend = 3 in all the experiments.
We find that this value is suitable and robust to balance the
estimating error and the gradient stability. Regarding the
hyper-parameters t and i for gradient truncation, we sim-
ply set t = 1.5 and i = 0.1. All the models are imple-
mented with PyTorch [41] on NVIDIA RTX3090 GPUs or
NVIDIA RTX A6000 GPUs. For more details about the ex-
periments parameters, please refer to our published codes
and the README file in GitHub.

4.2. Performance Study

To prove the performance of our method, we conduct
performance study in comparison with other binary meth-
ods. Note that our method only modify the estimators in

backward process without other auxiliaries, e.g., additional
modules or losses. To highlight the superiority of our ap-
proach, we add a column to note the auxiliaries used in other
methods in the result tables.

We first test the performance of ReSTE on CIFAR-
10 [30] with the SOTA methods. In detail, we binarize
three backbone models, ResNet-18, ResNet-20 [20] and
VGG-small [47]. We compare a list of SOTA methods to
validate our performance, including LBA [24], RAD [12],
DSQ [16], Xnor-Net [44], DoReFa-Net [57], LQ-Net [54],
IR-Net [42], LCR-BNN [46], RBNN [33], FDA [53].
For ResNet-20, we both evaluate the performance of our
method in the basic ResNet architecture and the Bi-Real ar-
chitecture [37]. Experiments results are exhibited in Table
1. From the table we can find that our ReSTE shows ex-
cellent performance, outperforming all the SOTA methods
both at the setting of 1W/1A and 1W/32A without any assis-
tance, e.g., modules or losses. For example, with ResNet-
20 as the backbone, ReSTE respectively obtains 0.25% and
0.45% enhancement over the SOTA method RBNN [33] in
the basic ResNet architecture and in the Bi-Real architec-
ture [37], at the setting of 1W/1A, even that RBNN addi-
tionally adds a rotation module into the training. As for the
setting of 1W/32A, ReSTE has 0.12% improvement over
the SOTA method LQ-Net [54], which additional uses a
Lipschitz loss to improve the training.

Moreover, we employ ReSTE on ResNet-18, ResNet-
34 [20] and validate the performance on large-scale Im-
ageNet ILSVRC-2012 [11]. In this setting, we compare
ReSTE with ABC-Net [34], BWN [44], TWN [2], SQ-
BWN and SQ-TWN [14], Xnor-Net [44], HWGO [6],
BWHN [26], BNN+ [10], DoReFa-Net [57], Bi-Real [37],
Xnor-Net++ [5], IR-Net [42], LCR-BNN [46], RBNN [33],
FDA [53]. At the setting of 1W/1A, we use the Bi-Real ar-
chitecture as most previous methods [42, 33, 53, 50] do for
fair comparison. The results are shown in Table 2. Similar
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Figure 4: Illustrations of the estimating error indicators (above), gradient instability indicators (above) and the Top-1 accuracy
(below) at different scales of oend on CIFAR-10 dataset.

as the analysis on CIFAR-10 dataset, ReSET also displays
excellent performance and outperforms all the SOTA meth-
ods without any assistance, e.g., modules or losses. For
example, with ResNet-18 as backbone, ReSTE has 0.68%
over the SOTA method FDA [53], at the setting of 1W/1A,
even that FDA [53] adds a noise adaptation module to help
the training. About the 1W/32A setting, ReSTE also has
0.50 improvement over the SOTA method LQ-Net [54],
which has an additional loss to assist the training.

To sum up, we can conclude that ReSTE has excel-
lent performance and outperforms the SOTA methods in
both CIFAR-10 and large-scale ImageNet ILSVRC-2012
datasets. The reason is that our ReSTE is always rational,
with less estimating error than STE, as well as that we ob-
tain the desirable degree of the equilibrium by the ReSTE,
which is capable of flexibly balancing the estimating error
and the gradient stability. Moreover, ReSTE surpasses other
binary methods without any assistance of additional mod-
ules or losses, showing the importance of fully considering
the gradient stability and finding the suitable degree of equi-
librium to BNNs training.

4.3. Estimators Comparison

To further evaluate the effectiveness of our approach, we
compare ReSTE with other estimators in the same and fair
setting without other auxiliaries, e.g., modules or additional
losses.

Specifically, we use ResNet-20 as our backbone, com-
paring ReSTE with STE [9], DSQ [16], EDE [42],
FDA [53], RBNN [33] on CIFAR-10 [30] at the setting of
1W/1A. Note that FDA here doesn’t contain the noise adap-
tation module [53] and RBNN doesn’t use the rotation pro-
cedure since we only use the sign function with scalar in
forward process for fair comparison. Experiments results

are shown in Table 3. From the table we can observe that
although ReSTE is concise, it significantly surpasses all the
estimators in SOTA binary methods at the fully fair setting,
with about 0.88% and 0.95% improvement over the estima-
tors in RBNN and FDA. There are two facets of reasons.
First is that our ReSTE always guarantees the rational prop-
erty, with less estimating error than STE. Second is that we
find out the desirable degree of the equilibrium with the as-
sistance of the excellent ReSTE, which is capable of flexibly
balancing the estimating error and the gradient stability.

4.4. Analysis of the Equilibrium Perspective

To quantitatively and clearly demonstrate the equi-
librium phenomenon and show the balancing ability of
ReSTE, we adjust oend at different scales and meanwhile test
the estimating error, gradient stability and the model perfor-
mance. To make the results more convincing, we conduct
the experiments with three widely-used backbones, ResNet-
20, ResNet-18 and VGG-small. All the experiments are
conducted on CIFAR-10 dataset at the setting of 1W/1A.
We evaluate the estimating error and gradient stability lay-
ers by layers with the indicators proposed in Sec. 3.1 and
use the average results of all the binarized layers. Mean-
while, we will collect the results from different training
epochs to obtain the final indicators for an overall training,
as shown in Fig. 4.

From the figures we can observe that with oend increas-
ing, the estimating error becomes smaller and smaller, while
the gradient instability becomes bigger and bigger. This ob-
servation shows that although the estimating error can be re-
duced by adjusting the estimator close to the sign function,
the gradient stability will decline along with. In addition,
the model performance increases first and then decreases
with the change of oend, which implies that the large gra-

17061



(a) Distributions of 

Estimating Error 

0.4 1.2

o  from 1 to 3

o  from 1 to 5

o  = 1

0.4 1.2

0.4 1.2

(b) Distributions of 

Gradients  

0

1500

0

1500

0

1500

0

5000

0

5000

0

5000

0 0.00015

0 0.00015

0 0.00015

compact gradients

reducing 

estimating error

reducing 

estimating error

large estimating 

error

scattered gradients

highly divergent 

gradients

risk of gradient vanishing 

and exploding
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Figure 6: Illustrations of an example that divergent gradi-
ents (oend = 10) will harm the BNNs training.

dient instability will harm the model performance. Such
changes clearly reflect the equilibrium phenomenon and
validate our claim that highly divergent gradients will harm
the BNNs training.

In addition, it can also be seen from the figures that
ReSTE can adjust the degree of equilibrium by easily
changing the hyper-parameter oend. Moreover, the desirable
degrees of equilibrium, i.e., the desirable oend to produce
high performance, are same in all the backbones, showing

the robustness and universality of ReSTE. When applying
ReSTE at different backbones for different applications, we
can simply adjust oend to find out the suitable degree of the
equilibrium and obtain good performance. More experi-
ments about equilibrium analysis are shown in supplemen-
tary materials.

To obtain intuitive visualizations of the equilibrium phe-
nomenon, we additional visualize the distributions of the
estimating error and the distributions of gradient at differ-
ent scales of o. We use ResNet-18 as backbone and con-
duct the experiment on CIFAR10 dataset at the setting of
1W/1A. The results are shown in Fig. 5. From the figure
we can observe that with oend increasing, the peak values
of the estimating error distribution become smaller, but the
gradients become more divergent, which harms the model
training and increases the risk of gradient vanishing or ex-
ploding. This visualization further demonstrate the equilib-
rium phenomenon and highlight the importance of finding
the suitable degree of it.

To further validate our claim that highly divergent gra-
dients will harm the model training, we demonstrate an ex-
ample in Fig. 6. In this example, we use oend = 10 with
ResNet-20 as backbone and test on CIFAR-10 dataset at the
setting of 1W/1A. We can observe that the training loss has
huge fluctuations at about 600 to 700 epochs due to the di-
vergent gradients, causing the final accuracy decreases from
86.75 to 82.86. When oend further increase, the training
will fail irreversible. This phenomenon verifies the harm
of highly divergent gradients to model training and further
demonstrates the importance of the equilibrium perspective.

5. Conclusion
In this work, we consider BNNs training as the equi-

librium between the estimating error and the gradient sta-
bility. In this view, we firstly design two indicators to
quantitatively and clearly demonstrate the equilibrium phe-
nomenon. In addition, to balance the estimating error and
the gradient stability well, we look back to the original
STE and revise it into a new power function based estima-
tor, rectified straight through estimator (ReSTE). Compar-
ing to other estimators, ReSTE is rational and is capable of
flexibly balancing the estimating error and the gradient sta-
bility. Extensive performance study on two datasets have
demonstrated the effectiveness of ReSTE, surpassing state-
of-the-art methods. By two carefully-designed indicators,
we demonstrate the equilibrium phenomenon and shows the
ability of ReSTE to adjust the degree of equilibrium.
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