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Abstract

The rapid increase in user-generated content (UGC)
videos calls for the development of effective video qual-
ity assessment (VQA) algorithms. However, the objective
of the UGC-VQA problem is still ambiguous and can be
viewed from two perspectives: the technical perspective,
measuring the perception of distortions; and the aesthetic
perspective, which relates to preference and recommenda-
tion on contents. To understand how these two perspectives
affect overall subjective opinions in UGC-VQA, we con-
duct a large-scale subjective study to collect human quality
opinions on the overall quality of videos as well as percep-
tions from aesthetic and technical perspectives. The col-
lected Disentangled Video Quality Database (DIVIDE-3k)
confirms that human quality opinions on UGC videos are
universally and inevitably affected by both aesthetic and
technical perspectives. In light of this, we propose the
Disentangled Objective Video Quality Evaluator (DOVER)
to learn the quality of UGC videos based on the two per-
spectives. The DOVER proves state-of-the-art performance
in UGC-VQA under very high efficiency. With perspective
opinions in DIVIDE-3k, we further propose DOVER++, the
first approach to provide reliable clear-cut quality evalua-
tions from a single aesthetic or technical perspective. Code
at https://github.com/VQAssessment/DOVER.

1. Introduction
Understanding and predicting human quality of experi-

ence (QoE) on diverse in-the-wild videos has been a long-

existing and unsolved problem. Recent Video Quality As-

sessment (VQA) studies have gathered enormous human

quality opinions [1–5] on in-the-wild user-generated con-

tents (UGC) and attempted to use machine algorithms [6–8]

to learn and predict these opinions, known as the UGC-
VQA problem [9]. However, due to the diversity of con-

tents in UGC videos and the lack of reference videos during

subjective studies, these human-quality opinions are still

ambiguous and may relate to different perspectives.

*The authors contribute equally to this paper.
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Figure 1. Which video has better quality: a clear video with meaningless

contents (a) or a blurry video with meaningful contents (b)? Viewing from

different perspectives (aesthetic/technical) may produce different judg-

ments, motivating us to collect DIVIDE-3k, which is the first UGC-VQA

dataset with opinions from multiple perspectives. More multi-perspective

quality comparisons in our dataset are shown in supplementary Sec. A.

Conventionally, VQA studies [9–13] are concerned with

the technical perspective, aiming at measuring distortions

in videos (e.g., blurs, artifacts) and their impact on quality,

so as to compare and guide technical systems such as cam-

eras [14, 15], restoration algorithms [16–18] and compres-

sion standards [19]. Under this perspective, the video with

clear textures in Fig. 1(a) should have notably better quality

than the blurry video in Fig. 1(b). On the other hand, sev-

eral recent studies [2, 6, 7, 20, 21] notice that preferences on

non-technical semantic factors (e.g., contents, composition)

also affect human quality assessment on UGC videos. Hu-

man experience on these factors is usually regarded as the

aesthetic perspective [22–27] of quality evaluation, which

considers the video in Fig. 1(b) as better quality due to

its more meaningful contents and is preferred for content

recommendation systems on platforms such as YouTube or

TikTok. However, how aesthetic preference plays the im-

pact on final human quality opinions of UGC videos is still

debatable [1, 2] and requires further validation.

To investigate the impact of aesthetic and technical per-

spectives on human quality perception of UGC videos, we

conduct the first comprehensive subjective study to collect

opinions from both perspectives, as well as overall opinions

on a large number of videos. We also conduct subjective

1

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

20144



reasoning studies to explicitly gather information on how

much each individual’s overall quality opinion is influenced

by aesthetic and technical perspectives. With overall 450K

opinions on 3,590 diverse UGC videos, we construct the

first Disentangled Video Quality Database (DIVIDE-3k).

After calibrating our study on the DIVIDE-3k with exist-

ing UGC-VQA subjective studies, we observe that human

quality perception on UGC videos is broadly and inevitably

affected by both aesthetic and technical perspectives. As a

consequence, the overall subjective quality scores between

the two videos in Fig. 1 with different qualities from either

one of the two perspectives could be similar.

Motivated by the observation from our subjective study,

we aim to develop an objective UGC-VQA method that ac-

counts for both aesthetic and technical perspectives. To

achieve this, we design the View Decomposition strategy,

which divides and conquers aesthetic-related and technical-

related information in videos, and propose the Disentangled

Objective Video Quality Evaluator (DOVER). DOVER

consists of two branches, each dedicated to focusing on the

effects of one perspective. Specifically, based on the differ-

ent characteristics of quality issues related to each perspec-

tive, we carefully design inductive biases for each branch,

including specific inputs, regularization strategies, and pre-
training. The two branches are supervised by the overall

scores (affected by both perspectives) to adapt for existing

UGC-VQA datasets [1,3,4,28–30], and additionally super-

vised by aesthetic and technical opinions exclusively in the

DIVIDE-3k (denoted as DOVER++). Finally, we obtain

the overall quality prediction via a subjectively-inspired fu-

sion of the predictions from the two perspectives. With

the subjectively-inspired design, the proposed DOVER and

DOVER++ not only reach better accuracy on the overall

quality prediction but also provide more reliable quality pre-

diction from aesthetic and technical perspectives, catering

for practical scenarios.

Our contributions can be summarized as four-fold:

1) We collect the DIVIDE-3k (3,590 videos), the first

UGC-VQA database that contains 450,000 subjective

quality opinions from aesthetic and technical perspec-

tives as well as their effects on overall quality scores.

2) By analyzing opinions, we observe that human qual-

ity perception is broadly affected by both aesthetic and

technical perspectives in the UGC-VQA problem, bet-

ter explaining the human perceptual mechanism on it.

3) We propose the DOVER, a subjectively-inspired video

quality evaluator with two branches focusing on aes-

thetic and technical perspectives. The DOVER demon-

strates state-of-the-arts on the all UGC-VQA datasets.

4) Our methods can provide quality predictions from a

single perspective, which can be applied as metrics for

camera systems (technical) or content recommenda-

tion (aesthetic), or for personalized VQA (Sec. 5.5).

2. Related Works
Databases and Subjective Studies on UGC-VQA. Un-

like traditional VQA databases [28, 29, 31, 32], UGC-VQA

databases [1, 3–5] directly collect from real-world videos

from direct photography, YFCC-100M [33] database or

YouTube [30] videos. With each video having unique con-

tent and being produced by either professional or non-

professional users [7,8], quality assessment of UGC videos

can be more challenging and less clear-cut compared to tra-

ditional VQA tasks. Additionally, the subjective studies

in UGC-VQA datasets are usually carried out by crowd-

sourced users [34] with no reference videos. These factors

may lead to the ambiguity of subjective quality opinions in

UGC-VQA which can be affected by different perspectives.

Objective Methods for UGC-VQA. Classical VQA meth-

ods [9–12, 35–42] employ handcrafted features to evaluate

video quality. However, they do not take the effects of se-

mantics into consideration, resulting in reduced accuracy

on UGC videos. Noticing that UGC-VQA is deeply af-

fected by semantics, deep VQA methods [2, 6, 13, 43–50]

are becoming predominant in this problem. For instance,

VSFA [6] conducts subjective studies to demonstrate videos

with attractive content receive higher subjective scores.

Therefore, it uses the semantic-pretrained ResNet-50 [51]

features instead of handcrafted features, followed by plenty

of recent works [1, 2, 13, 21, 52–54] that improve the per-

formance for UGC-VQA. However, these methods, which

are directly driven by ambiguous subjective opinions, can

hardly explain what factors are considered in their quality

predictions, hindering them from providing reliable and ex-

plainable quality evaluations on real-world scenarios (e.g.,
distortion metrics and recommendations).

3. The DIVIDE-3k Database
In this section, we introduce the proposed Disen-

tangled Video Quality Database (DIVIDE-3k, Fig. 2),

along with the multi-perspective subjective study. The

database includes 3,590 UGC videos, on which we col-

lected 450,000 human opinions. Different from other UGC-

VQA databases [1–3], the subjective study is conducted in-

lab to reduce the ambiguity of perspective opinions.

3.1. Collection of Videos

Sources of Videos. The 3,590-video database is mainly

collected from two sources: 1) the YFCC-100M [33] so-

cial media database; 2) the Kinetics-400 [55] video recog-

nition database, collected from YouTube, which has in total

400,000 videos. Voices are removed from all videos.

Getting the subset for annotation. Similar to existing

studies [1, 3], we would like the sampled video database

able to represent the overall quality of the original larger

database. Therefore, we first histogram all 400,000 videos
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Figure 2. The in-lab subjective study on videos in DIVIDE-3k, including

Training, Instruction, Annotation and Testing, discussed in Sec. 3.2.

with spatial [11], temporal [12], and semantic indices [56].

Then, we randomly select a subset of 3,270 videos from the

400,000 videos that match the histogram from the three di-

mensions [57] as in [1,3]. Several examples from DIVIDE-

3k are provided in the supplementary. We also select 320

videos from the LSVQ [1], the most recent UGC-VQA

database, to examine the calibration between DIVIDE-3k

and existing UGC-VQA subjective studies (see in Tab. 2).

3.2. In-lab Subjective Study on Videos

To ensure a clear understanding of the two perspectives,

we conduct in-lab subjective experiments instead of crowd-

sourced, with 35 trained annotators (including 19 male and

16 female) participating in the full annotation process of

Training, Testing and Annotation. All videos are down-

loaded to local computers before annotation to avoid trans-

mission errors. The main process of the subjective study is

illustrated in Fig. 2, discussed step-by-step as follows. Ex-
tended details about the study are in supplementary Sec. A.
Training. Before annotation, we provide clear criteria with

abundant examples of the three quality ratings to train the

annotators. For aesthetic rating, we select example images

with good, fair and bad aesthetic quality from the aesthetic

assessment database AVA [22], each for 20 images, as cal-

ibration for aesthetic evaluation. For technical rating, we

instruct subjects to rate purely based on technical distor-

tions and provide 5 examples for each of the following eight

common distortions: 1) noises; 2) artifacts; 3) low sharp-
ness; 4) out-of-focus; 5) motion blur; 6) stall; 7) jitter; 8)
over/under-exposure. For overall quality rating, we select

20 videos each with good, fair and bad quality as exam-

ples, from the UGC-VQA dataset LSVQ [1].

During Experiment: Instruction and Annotation. We

divide the subjective experiments into 40 videos per group,

and 9 groups per stage. Before each stage, we instruct the

subjects on how to label each specific perspective:

• Aesthetic Score: Please rate the video’s quality based

on aesthetic perspective (e.g., semantic preference).

• Technical Score: Please rate the video’s quality with

only consideration of technical distortions.

• Overall Score: Please rate the quality of the video.

• Subjective Reasoning: Please rate how your overall

score is impacted by aesthetic or technical perspective.

Specifically, for the subjective reasoning, subjects need to

(a) Correlation between   
Aesthetic and Technical scores

(b) Distribution of 
Overall scores

(c) Distribution of 
Subjective Reasonings

Spearman (SROCC): 0.8347
Kendall (KROCC): 0.6571

Figure 3. Statistics in DIVIDE-3k: (a) The correlations between aesthetic

and technical perspectives, and distributions (b) of overall quality (MOS)

& (c) subject-rated proportion of technical impact on overall quality.

Table 1. Effects of Perspectives: The correlations between different per-

spectives and overall quality (MOS) for all 3,590 videos in DIVIDE-3k.

Correlation to MOS MOSA MOST MOSA +MOST 0.428MOSA + 0.572MOST

Spearman (SROCC↑) 0.9350 0.9642 0.9827 0.9834
Kendall (KROCC↑) 0.7894 0.8455 0.8909 0.8933

Table 2. Calibration with Existing: The correlations of between different

ratings in DIVIDE-3k and existing scores in LSVQ [1] (MOSexisting).

Correlation to MOSexisting MOSA MOST MOSA +MOST MOS

Spearman (SROCC↑) 0.6956 0.7374 0.7632 0.7680
Kendall (KROCC↑) 0.5073 0.5469 0.5797 0.5822

rate the proportion of technical impact in the overall score

for each video among [0, 0.25, 0.5, 0.75, 1], while rest pro-

portion is considered as aesthetic impact.

Testing with Golden Videos. For testing, we randomly in-

sert 10 golden videos in each stage as a spot check to ensure

the quality of annotation, and the subject will be rejected

and not join the next stage if the annotations on the golden

videos severely deviate from the standards.

3.3. Observations

Effects of Two Perspectives. To validate the effects of two

perspectives, we first quantitatively assess the correlation

between the two perspectives and overall quality. Denote

the mean aesthetic opinion as MOSA, mean technical opin-

ion as MOST, mean overall opinion as MOS, the Spearman

and Kendall correlation between different perspectives are

listed in Tab. 1. From Tab. 1, we notice that the weighted

sum of both perspectives is a better approximation of overall

quality than either single perspective. Consequently, meth-

ods [1, 6, 58] that naively regress from overall MOS might

not provide pure technical quality predictions due to the in-

evitable effect of aesthetics. The best/worst videos (Fig. 4)

in each dimension also support this observation.

Calibration with Existing Study. To validate whether the

observation can be extended for existing UGC-VQA sub-

jective studies, we select 320 videos from LSVQ [1] to

compare quality opinions from multi-perspectives with ex-

isting scores of these videos. As shown in Tab. 2, the overall

quality score is more correlated with the existing score than

scores from either perspective, further suggesting consider-

ing human quality opinion as a fusion of both perspectives

might be a better approximation in the UGC-VQA problem.
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(c) Videos with Best Overall Scores
(d) Videos with Worst Overall Scores

Pleasant Semantics & Professional Composition

Hard-to-Interpret Semantics Unbearable Quality from both Perspectives

Excellent Quality from both Perspectives

(e) Videos with Best Technical Scores
(f) Videos with Worst Technical Scores

No Distortion & High Sharpness

Strong Distortions (Artifacts, Blurs, Errors)

(a) Videos with Best Aesthetic Scores
(b) Videos with Worst Aesthetic Scores

Figure 4. Videos with best and worst scores in aesthetic perspective, technical perspective and overall quality perception in the DIVIDE-3k. The aesthetic

perspective is more concerned with semantics or composition of videos, while the technical perspective is more related to low-level textures and distortions.

Subjective Reasoning. In the DIVIDE-3k, we conducted

the first subjective reasoning study during the human quality

assessment. Fig. 3(c) illustrates the mean technical impact

for each video, ranging among [0.364, 0.698]. The results

of reasoning further explicitly validate our aforementioned

observation, that human quality assessment is affected by

opinions from both aesthetic and technical perspectives.

4. The Approaches: DOVER and DOVER++
Observing that overall quality opinions are affected by

both aesthetic and technical perspectives from subjective

studies in DIVIDE-3k, we propose to distinguish and in-

vestigate the aesthetic and technical effects in a UGC-

VQA model based on the View Decomposition strategy

(Sec. 4.1). The proposed Disentangled Objective Video

Quality Evaluator (DOVER) is built up with an aesthetic

branch (Sec. 4.2) and a technical branch (Sec. 4.3). The

two branches are separately supervised, either both by over-

all scores (denoted as DOVER) or by respective aesthetic

and technical opinions (denoted as DOVER++), discussed

in Sec. 4.4. Finally, we discuss the subjectively-inspired fu-

sion (Sec. 4.5) to predict the overall quality from DOVER.

4.1. Methodology: Separate the Perceptual Factors

From DIVIDE-3k, we notice that aesthetic and techni-

cal perspectives in UGC-VQA are usually associated with

different perceptual factors. Specifically, as illustrated in

(Fig. 4(a)&(b)), aesthetic opinions are mostly related to se-
mantics, composition of objects [24, 27, 59], which are typ-

ically high-level visual perceptions. In contrast, the techni-

cal quality is largely affected by low-level visual distortions,

e.g., blurs, noises, artifacts [1,13,21,60,61] (Fig. 4(e)&(f)).
The observation inspires the View Decomposition strat-

egy that separates the video into two views: the Aesthetic
View (SA) that focus on aesthetic perception, and Tech-
nical View (ST) for vice versa. With the decomposed

views as inputs, two separate aesthetic (MA) and technical

branches (MT) evaluate different perspectives separately:

Qpred,A = MA(SA);Qpred,T = MT(ST) (1)

Despite that most perception related to the two perspec-

tives can be separated, a small proportion of perceptual fac-

tors are related to both perspectives, such as brightness re-

lated to both exposure (technical) [29] and lighting (aes-
thetic) [26], or motion blurs (which is occasionally consid-

ered as good aesthetics but typically regarded as bad tech-
nical quality [62]). Thus, we don’t separate these factors

and keep them in both branches. Instead, we employ induc-

tive biases (pre-training, regularization) and specific super-

vision in the DIVIDE-3k to further drive the two branches’

focus on corresponding perspectives, introduced as follows.

4.2. The Aesthetic Branch

To help the aesthetic branch focus on the aesthetic per-

spective, we first pre-train the branch with Image Aethetic

Assessment database AVA [22]. We then elaborate the Aes-

thetic View (SA) and additional regularization objectives.

The Aesthetic View. Semantics and Composition are two

key factors deciding the aesthetics of a video [24, 59, 63].

Thus, we obtain Aesthetic View (see Fig. 5(b)) through

spatial downsampling [64] and temporal sparse frame sam-
pling [65] which preserves the semantics and composition

of original videos. The downsampling strategies are widely

applied in many existing state-of-the-art aesthetic assess-

ment methods [24, 25, 27, 66–68], further proving that they

are able to preserve aesthetic information in visual contents.

Moreover, the two strategies significantly reduce the sensi-

tivity [9–12] on technical distortions such as blurs, noises,
artifacts (via spatial downsampling), shaking, flicker (via

temporal sparse sampling), so as to focus on aesthetics.

Cross-scale Regularization. To better reduce technical im-

pact in this branch, we obtain the over-downsampled view

(SA↓) during training by over-downsampling the videos

with up to 11.3× downscaling ratio. We then observe that

the SA↓ can barely keep any technical distortions but still

remains similar aesthetics with SA and even the original

videos (see Fig. 5(b) upper-right). Furthermore, conclu-

sions from existing study [69] suggest that feature dissim-

ilarity among different scales (e.g., SA↓ and SA) is related
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Figure 5. The proposed Disentangled Objective Video Quality Evaluator

(DOVER) and DOVER++ via (a) View Decomposition (Sec. 4.1), with

the (b) Aesthetic Branch (Sec. 4.2) and the (c) Technical Branch (Sec. 4.3).

The equations to obtain the two views are in Supplementary Sec. E.

to technical distortions. Henceforth, we impose the Cross-

scale Restraint (LCR, Fig. 5(e)) as a regularization to further

reduce the technical influences in the aesthetic prediction by

encouraging the feature similarity between SA↓ and SA:

LCR = 1− FA · FA↓
‖FA‖‖FA↓‖ (2)

where FA and FA↓ are output features for SA and SA↓.

4.3. The Technical Branch

In the technical branch, we would like to keep the tech-

nical distortions but obfuscate the aesthetics of the videos.

Thus, we design the Technical View (ST) as follows.

The Technical View. We introduce fragments [13] (as in

Fig. 5(c)) as Technical View (ST) for the technical branch.

The fragments are composed of randomly cropped patches

stitched together to retain the technical distortions. More-

over, it discarded most content and disrupted the composi-

tional relations of the remaining, therefore severely corrupt-

ing aesthetics in videos. Temporally, we apply continuous
frame sampling for ST to retain temporal distortions.

Weak Global Semantics as Background. Many stud-

ies [13, 60, 70] suggest that technical quality perception

should consider global semantics to better assess distortion

levels. Though most content is discarded in ST, the tech-

nical branch can still reach 68.6% accuracy for Kinetics-

400 [55] video classification, indicating it can preserve

weak global semantics as background information to distin-

guish textures (e.g., sands) from distortions (e.g., noises).

4.4. Learning Objectives

Weak Supervision with Overall Opinions. With the ob-

servation in Sec. 3.3, the overall MOS can be approximated

as a weighted sum of MOSA and MOST. Moreover, the

subjectively-inspired inductive biases in each branch can re-

duce the perception of another perspective. The two obser-

vations suggest that if we use overall opinions to separately

supervise the two branches, the prediction of each branch

could be majorly decided by its corresponding perspective.

Henceforth, we propose the Limited View Biased Supervi-

sions (LLVBS), which minimize the relative loss* between

predictions in each branch with the overall opinion MOS,

as the objective of DOVER, applicable on all databases:

LLVBS = LRel(Qpred,A,MOS)

+ LRel(Qpred,T,MOS) + λCRLCR

(3)

Supervision with Opinions from Perspectives. With the

DIVIDE-3k database, we further improve the accuracy for

disentanglement with the Direct Supervisions (LDS) on cor-

responding perspective opinions for both branches:

LDS = LRel(Qpred,A,MOSA) + LRel(Qpred,T,MOST)
(4)

and the proposed DOVER++ is driven by a fusion of the

two objectives to jointly learn more accurate overall quality

as well as perspective quality predictions for each branch:

LDOVER++ = LDS + λLVBSLLVBS (5)

4.5. Subjectively-inspired Fusion Strategy

From the subjective studies, we observe that the MOS
can be well-approximated as 0.428MOSA + 0.572MOST.

Henceforth, we propose to similarly obtain the final overall

quality prediction (Qpred) from two perspectives: Qpred =
0.428Qpred,A+0.572Qpred,T via a simple weighted fusion.

With better accuracy on all datasets (Tab. 9), the strategy by

side validates the subjective observations in Sec. 3.3.

5. Experimental Evaluation
In this section, we answer two important questions:

• Can the aesthetic and technical branches better learn

the effects of corresponding perspectives (Sec. 5.2)?

• Can the fused model more accurately predict overall

quality in UGC-VQA problem (Sec. 5.3)?

Moreover, we include ablation studies (Sec. 5.4) and an out-

look for personalized quality evaluation (Sec. 5.5).

5.1. Experimental Setups

Implementation Details. In the aesthetic branch, we

use SA with size 224 × 224 during inference and over-

downsampled SA↓ size 128×128 to better exclude technical

*A criterion [71] based on the linear and rank correlation between

predictions and labels. Details provided in supplementary Sec. E.
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Table 3. Quantitative Evaluation on Perspectives of DOVER (weakly-

supervised) and DOVER++ (fully-supervised) in the DIVIDE-3k, by eval-

uating the correlation across different predictions and subjective opinions.

w/o Decomposition denotes both branches with original videos as inputs.

Method SROCC/PLCC MOSA MOST

w/o Decomposition

(w/ MOSA&MOST)

Qpred,A 0.7482/0.7576 0.7941/0.8039

Qpred,T 0.7234/0.7430 0.8190/0.8233

DOVER
w/o MOSA&MOST

Qpred,A 0.7489/0.7607 0.7877/0.8044

Qpred,T 0.7153/0.7382 0.8213/0.8295

DOVER++
w/ MOSA&MOST

Qpred,A 0.7683/0.7779 0.7584/0.7708

Qpred,T 0.7015/0.7230 0.8376/0.8443

Qpred,A

(b)

(c)

(d)

better Aesthetic than Technical better Technical than Aesthetic

3.14
(DOVER++)

3.03
(DOVER)

Qpred,T

1.91
(DOVER++)

2.42
(DOVER)

2.66
(DOVER++)

2.51
(DOVER)

1.43
(DOVER++)

1.48
(DOVER)

(a)

(b)

3.36
(DOVER++)

3.01
(DOVER)

3.15
(DOVER++)

3.23
(DOVER)

Qpred,A Qpred,T

2.02
(DOVER++)

2.09
(DOVER)

2.17
(DOVER++)

2.18
(DOVER)

Figure 6. Qualitative Studies on Perspectives of DOVER/DOVER++:

Visualizations of videos in the DIVIDE-3k where aesthetic and technical

predictions are diverged. More visualizations in supplement. Sec. D.

quality issues. N = 32 frames are sampled uniformly from

each video and the backbone is inflated-ConvNext [72] Tiny

pre-trained with AVA [22]. In the technical branch, we crop

single patches at size Sf = 32 from 7 × 7 spatial grids

and sample a clip of 32 continuous frames during train-

ing, and three clips during inference. The backbone of the

technical branch is Video Swin Transformer [73] Tiny with

GRPB [13]. λCR is set as 0.3, and λLVBS is set as 0.5.

Datasets. Despite evaluating DOVER and DOVER++ on

the proposed DIVIDE-3k (3,590 videos) database, we also

evaluate DOVER with the large-scale UGC-VQA dataset,

LSVQ [1] (39,072 videos), and on three smaller UGC-VQA

datasets, KoNViD-1k [3] (1,200 videos), LIVE-VQC [4]

(585 videos), and YouTube-UGC [5] (1,380 videos).

5.2. Evaluation on Two Perspectives

In this section, we quantitatively and qualitatively eval-

uate the perspective prediction ability of proposed methods

in the DIVIDE-3k (Sec. 5.2.1). The divergence map and

pairwise user studies further prove that the two branches in

DOVER better align with human opinions on corresponding

perspectives on existing UGC-VQA databases (Sec. 5.2.2).

5.2.1 Evaluation on the DIVIDE-3k

Quantitative Studies. In Tab. 3, we evaluate the cross-

correlation between the aesthetic and technical predictions

in DOVER or DOVER++ and human opinions from the two

perspectives in the DIVIDE-3k, compared with baseline

(with respective labels as supervision, but without View De-
composition). DOVER shows a stronger perspective pref-

erence than the baseline even without using the respective

labels, proving the effectiveness of the decomposition strat-
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Figure 7. The divergence map of technical and aesthetic predictions of

DOVER in LSVQ [1] dataset. Similar as Fig. 6, the videos with diverged

scores also align with human opinions of aesthetic and technical quality.

Predictions of the Technical Branch Predictions of the Aesthetic Branch

Agreement Rate with Subjective Aesthetic Votes 

Agreement Rate with Subjective Technical Votes 

74% 26%

69%31%

Figure 8. User Studies on Diverged Pairs when technical and aesthetic

branches in DOVER predict differently, demonstrating that predictions of

each branch are more aligned with corresponding subjective opinions.

egy. DOVER++ more effectively disentangle the two per-

spectives with each branch around 7% more correlated with

respective opinions than opinions from another perspective.

Qualitative Studies. In Fig. 6, we visualize several videos

with diverged predicted aesthetic and technical scores. The

two videos with better aesthetic scores (Fig. 6(a)&(b))
have clear semantics yet suffer from blurs and artifacts;

on the contrary, the two with better technical scores

(Fig. 6(c)&(d)) are sharp but with chaotic composition and

unclear semantics. These examples align with human per-

ception of the two perspectives, proving that both variants

can effectively provide disentangled quality predictions.

5.2.2 Evaluation on Existing UGC-VQA Datasets

The Divergence Map. In Fig. 7, we visualize the diver-

gence map between predictions in two branches (trained

and tested on LSVQ [1]) and examine the videos where

two branches score most differently, noted in orange cir-
cles. Among these videos, the aesthetic branch can distin-

guish between bad (chaotic scene, Fig. 7 downright) and

good (symmetric view, Fig. 7 upleft) aesthetics, while the

technical branch can detect technical quality issues (blurs,
over-exposure, compression errors at Fig. 7 upleft).
Pairwise User Studies. We further conduct user studies to

measure whether the two evaluators can distinguish the two

perspectives on these diverged cases. Specifically, we eval-

uate on diverged pairs {V1,V2} where aesthetic branch pre-

dicts V1 is obviously better (at least one score higher when
scores are in the range [1, 5]) yet technical branch predicts

V2 is obviously better. After random sampling 200 pairs
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Table 4. Benchmark on official splits on the large-scale UGC-VQA dataset LSVQ [1]. First, second and third bests are labelled in red, blue and boldface.

Training Set: LSVQtrain [1] Inference Computational Cost Intra-dataset Evaluations Generalization Evaluations

Testing Set/ on a 1080P, 10-second video LSVQtest LSVQ1080p KoNViD-1k LIVE-VQC
Methods GFLOPs CPU Time GPU Time SROCC↑ PLCC↑ SROCC↑ PLCC↑ SROCC↑ PLCC↑ SROCC↑ PLCC↑
Classical Approaches (based on handcraft features):
TLVQM (TIP, 2019) [10] NA 248s NA 0.772 0.774 0.589 0.616 0.732 0.724 0.670 0.691

VIDEVAL (TIP, 2021) [9] NA 895s NA 0.795 0.783 0.545 0.554 0.751 0.741 0.630 0.640

Deep Approaches (based on deep neural network features):
VSFA (ACM MM, 2019) [6] 40919 466s 11.1s 0.801 0.796 0.675 0.704 0.784 0.795 0.734 0.772

� Patch-VQw/o patch (CVPR, 2021) [1] 58501 539s 13.8s 0.814 0.816 0.686 0.708 0.781 0.781 0.747 0.776

� Patch-VQw/ patch (CVPR, 2021) [1] – – same as above – – 0.827 0.828 0.711 0.739 0.791 0.795 0.770 0.807

� Li et al. (TCSVT, 2022) [58] 112537 1567s 27.6s 0.852 0.855 0.771 0.782 0.834 0.837 0.816 0.824

FAST-VQA (ECCV, 2022) [13] 279.1 8.8s 45ms 0.876 0.877 0.779 0.814 0.859 0.855 0.823 0.844
DOVER (Ours) 282.3 9.7s 47ms 0.888 0.889 0.795 0.830 0.884 0.883 0.832 0.855
Improvement to existing best – – – +1.3% +1.3% +2.0% +2.0% +2.9% +3.3% +1.0% +1.3%

Table 5. Performance benchmark on existing smaller UGC-VQA datasets. All experiments are conducted under 10 train-test splits.

Target (Fine-tuning) Quality Dataset LIVE-VQC (585) KoNViD-1k (1200) YouTube-UGC (1380) Weighted Average

Methods
Source (Pre-training)
Quality Dataset

(240P - 1080P) (540P) (360P - 2160P(4K))
SROCC↑ PLCC↑ SROCC↑ PLCC↑ SROCC↑ PLCC↑ SROCC↑ PLCC↑

TLVQM (TIP, 2019) [10] NA (pure handcraft) 0.799 0.803 0.773 0.768 0.669 0.659 0.732 0.726

VIDEVAL (TIP, 2021) [9] NA (pure handcraft) 0.752 0.751 0.783 0.780 0.779 0.773 0.772 0.772

RAPIQUE (OJSP, 2021) [74] handcraft + KoNiQ [75] 0.755 0.786 0.803 0.817 0.759 0.768 0.774 0.790

CNN+TLVQM (ACMMM, 2020) [53] handcraft + KoNiQ [75] 0.825 0.834 0.816 0.818 0.809 0.802 0.815 0.814

CNN+VIDEVAL (TIP, 2021) [9] handcraft + KoNiQ [75] 0.785 0.810 0.815 0.817 0.808 0.803 0.806 0.810

VSFA (ACMMM, 2019) [6] None 0.773 0.795 0.773 0.775 0.724 0.743 0.752 0.765

Patch-VQ (CVPR, 2021) [1] PaQ-2-PiQ [61] 0.827 0.837 0.791 0.786 NA NA NA NA

CoINVQ (CVPR, 2021) [7] self-collected NA NA 0.767 0.764 0.816 0.802 NA NA

Li et al. (TCSVT, 2022) [58] fused ( [15, 75–77]) 0.834 0.842 0.834 0.836 0.818 0.826 0.823 0.833

FAST-VQA (ECCV, 2022) [13] LSVQ [1] 0.849 0.862 0.891 0.892 0.855 0.852 0.868 0.869
DOVER (ours) LSVQ [1] 0.860 0.875 0.909 0.906 0.890 0.891 0.891 0.891
– improvement to existing best +1.6% +1.4% +2.0% +1.6% +3.9% +3.8% +2.6% +2.5%

Table 6. Performance benchmark on the DIVIDE-3k. All experiments are

conducted under 10 train-test splits with random seed 42.

Training/Testing on DIVIDE-3k (3590)

Methods Pre-training Dataset SROCC↑ PLCC↑ KROCC↑
TLVQM (2019) [10] NA (pure handcraft) 0.6461 0.6807 0.4699

VIDEVAL (2021) [9] NA (pure handcraft) 0.7056 0.7162 0.5233

RAPIQUE (2021) [74] handcraft + KoNiQ [75] 0.7341 0.7547 0.5498

VSFA (2019) [6] NA 0.7254 0.7386 0.5395

MDTVSFA (2021) [50] NA 0.7522 0.7409 0.5647

UNIQUE (2021) [78] fused ( [15, 75–77]) 0.7529 0.7637 0.5634

Li et al. (2022) [58] fused ( [15, 75–77]) 0.7967 0.8125 0.6138

FAST-VQA (2022) [13] LSVQ [1] 0.8184 0.8288 0.6285
DOVER (Ours) LSVQ [1] 0.8331 0.8438 0.6480
DOVER++ (Ours) LSVQ [1] 0.8442 0.8537 0.6603

in this way, we ask 15 subjects to choose which one has
better aesthetic (or technical) quality in the pair. After

post-processing the subject choices with popular votes, we

calculate the agreement rates between subjective votes and

predictions (in Fig. 8). Each subjective perspective is no-

tably more agreed with corresponding branch predictions,

demonstrating that even without the respective labels, the

DOVER can still learn to primarily disentangle the two per-

spectives. More details are in supplementary (Sec. B).

5.3. Evaluation on Overall Quality Prediction

5.3.1 Results on Existing UGC-VQA Datasets

Results on LSVQ. In Tab. 4, we train the DOVER on the

large-scale UGC-VQA dataset, LSVQ [1], and test it on

five different existing UGC-VQA datasets. The proposed

DOVER outperforms state-of-the-arts for intra-dataset eval-

Table 7. Zero-shot or cross-dataset evaluations on the DIVIDE-3k. None

of the listed methods has been trained on the DIVIDE-3k.

Evaluating on DIVIDE-3k (3590)

Zero-shot (Opinion-Unaware) VQA Approaches:
Methods Training on SROCC↑ PLCC↑ KROCC↑
NIQE (2013) [11] None 0.3524 0.3839 0.2634

TPQI (2022) [12] None 0.4407 0.4432 0.3045

CLIP-IQA (2022) [56] CLIP [79] 0.5882 0.5910 0.4067

BVQI (2023) [80] CLIP [79] 0.6678 0.6802 0.4842

Cross-dataset Evaluation (training on LSVQ):
Patch-VQ (2021) [1]

LSVQ [1]

0.6454 0.6713 0.4489

Li et al. (2022) [58] 0.7318 0.7524 0.5395

DOVER (Ours) 0.7727 0.7806 0.5799

uations by improving up to 2.0% PLCC. When testing on

datasets other than LSVQ as generalization evaluation, the

DOVER has shown more competitive performance. It im-

proves PLCC on FAST-VQA by 3.3% on KoNViD-1k, the

UGC-VQA dataset with more diverse contents, further sug-

gesting the importance of modelling from the aesthetic per-

spective in quality assessment on videos of diverse contents.

Results on Smaller UGC-VQA Datasets. Following [13],

we pre-train the proposed DOVER on LSVQ instead of IQA

datasets [61,75,76] and then fine-tune the proposed method

on three smaller UGC-VQA datasets and list the results in

Tab. 5. DOVER has reached unprecedented performance on

all three datasets (mean PLCC > 0.89), and outperformed

FAST-VQA with an average of 2.6% improvement under

exactly the same training process. The results further prove

the effectiveness of considering aesthetic and technical per-

spectives separately and explicitly in UGC-VQA.
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Table 8. Ablation Study of DOVER (I): the View Decomposition scheme.

Testing Set/ LSVQtest LSVQ1080p KoNViD-1k LIVE-VQC
Variants/Metric SROCC/PLCC SROCC/PLCC SROCC/PLCC SROCC/PLCC

w/o Decomposition 0.859/0.858 0.752/0.798 0.851/0.850 0.816/0.834

Feature Aggregation 0.873/0.874 0.776/0.811 0.863/0.864 0.813/0.839

DOVER (Ours) 0.888/0.889 0.795/0.830 0.884/0.883 0.832/0.855

Table 9. Ablation Study of DOVER (II): Accuracy of single branch pre-

dictions and the effect of subjectively-inspired fusion (denoted as SIF).

Testing Set/ LSVQtest LSVQ1080p KoNViD-1k LIVE-VQC
Qpred,A Qpred,T SIF SROCC/PLCC SROCC/PLCC SROCC/PLCC SROCC/PLCC

� 0.855/0.856 0.738/0.782 0.844/0.853 0.792/0.826

� 0.877/0.878 0.778/0.812 0.861/0.855 0.825/0.844

� � 0.885/0.886 0.792/0.826 0.880/0.880 0.829/0.849

� � � 0.888/0.889 0.795/0.830 0.884/0.883 0.832/0.855

5.3.2 Results on the DIVIDE-3k

Training and Testing on DIVIDE-3k. We first benchmark

recent state-of-the-arts by conducting training and testing

in the DIVIDE-3k. As shown in Tab. 6, the two semantic-

unaware classical methods [9, 10] are performing notably

worse and DOVER again achieves state-of-the-art. It is also

noteworthy that with aesthetic and technical scores as aux-

iliary labels, DOVER++ further improves the performance

for overall quality prediction. This further suggests that

better modeling of the two perspectives can finally benefit

overall quality assessment in the UGC-VQA problem.

Zero-shot and Cross-dataset Evaluations. We also

benchmark the opinion-unaware (i.e. zero-shot) VQA ap-

proaches on the DIVIDE-3k. Among them, the recent

BVQI [80] reaches the best performance by consider-

ing both technical and semantic (aesthetic-related) criteria.

Moreover, we benchmark the best approaches in Tab. 4 on

the cross-dataset generalization from LSVQ to the DIVIDE-

3k, where the proposed DOVER again outperforms other

methods, suggesting the alignment between the proposed

objective approach and subjective database.

5.4. Ablation Studies

Effects of View Decomposition. In Tab. 8, we compare

the proposed View Decomposition strategy with common

strategies in UGC-VQA by keeping other parts the same.

First of all, it is much better than the variant w/o Decom-
position that directly takes the original videos as inputs of

both branches, showing the effectiveness of decomposition.

Moreover, with backbone and input kept the same, DOVER

with separate supervisions is also notably better than Fea-
ture Aggregation, which first concatenates features from

two branches together and then regress them to the quality

scores, as applied by several existing approaches [1,49,58].

Effects of Subjectively-Inspired Fusion. We discuss

the fusion strategy in Tab. 9. As shown in the table,

only considering one branch will bring a notable perfor-

mance decrease, and directly obtaining the fused quality as

Qpred,A+Qpred,T without weights is also less accurate than

subjectively-inspired fusion. These results further validate

the subjective observations found in the DIVIDE-3k.

Table 10. Ablation Study of DOVER++: Effects of different objectives.

Loss Objectives DIVIDE-3k (3590)

LLVBS LDS SROCC↑ PLCC↑ KROCC↑
w/o MOSA&MOST � 0.8331 0.8438 0.6480

w/ MOSA&MOST
� 0.8357 0.8455 0.6521

� � 0.8442 0.8537 0.6603

(b) Subjective Reasoning in (a)(a) A Coffee-making Video in the DIVIDE-3k
Opinion more affected by technical perspective

Opinion more affected by aesthetic perspective
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Figure 9. For the video (a), the impact of aesthetic and technical perspec-

tives on the final quality rating (b) varies among individuals. By adjusting

fusion weights, DOVER++ can align with opinions from different groups.

Ablation Studies of DOVER++. In Tab. 10, we further dis-

cuss whether the extra objective (LDS) can improve accu-

racy of overall quality prediction. By combining LDS with

LLVBS, it contributes to around 1% performance gain. It

is also noteworthy that even without direct MOS labels for

supervision, the LDS only can still outperform LLVBS. All

these results suggest that explicitly considering “quality” in

UGC-VQA into a sum of two perspectives is a good approx-

imation to the human perceptual mechanism.

5.5. Outlook: Personalized Quality Evaluation

During the subjective reasoning study, we further find

out that the effect of each perspective varies among dif-

ferent individuals. For instance, the video in Fig. 9(a)

has better aesthetics and worse technical quality (blurry,
under-exposed), and different individuals consider the tech-

nical impact differently while rating the overall opinion

(Fig. 9(b)). Moreover, with more consideration of the tech-

nical perspective, subjects tend to rate lower scores on the

video. With DOVER++, if we adaptively fuse between

Qpred,A and Qpred,T, we find that the differently-fused re-

sults can better predict the quality perception of individual

subject groups, suggesting its primary capability to provide

quality evaluation catering for personalized requirements.

6. Conclusion
In this paper, we present the DIVIDE-3k database and

the first subjective study aimed at exploring the impact of

aesthetic and technical perspectives on UGC-VQA, which

reveals that both perspectives impact human quality opin-

ions. In light of this observation, we propose the objective

quality evaluators, DOVER and DOVER++, that achieve

two objectives: 1) significantly improving overall UGC-

VQA performance; 2) decoupling effects of two perspec-

tives, so as to be applicable to specific real-world scenarios

where pure technical or aesthetic quality metrics are needed.
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