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Abstract

Out-of-distribution (OOD) detection is crucial to mod-
ern deep learning applications by identifying and alerting
about the OOD samples that should not be tested or used for
making predictions. Current OOD detection methods have
made significant progress when in-distribution (ID) and
OOD samples are drawn from static distributions. How-
ever, this can be unrealistic when applied to real-world sys-
tems which often undergo continuous variations and shifts
in ID and OOD distributions over time. Therefore, for an ef-
fective application in real-world systems, the development
of OOD detection methods that can adapt to these dynamic
and evolving distributions is essential. In this paper, we pro-
pose a novel and more realistic setting called continuously
adaptive out-of-distribution (CAOOD) detection which tar-
gets on developing an OOD detection model that enables
dynamic and quick adaptation to a new arriving distribu-
tion, with insufficient ID samples during deployment time.
To address CAOOD, we develop meta OOD learning (MOL)
by designing a learning-to-adapt diagram such that a good
initialized OOD detection model is learned during the train-
ing process. In the testing process, MOL ensures OOD de-
tection performance over shifting distributions by quickly
adapting to new distributions with a few adaptations. Ex-
tensive experiments on several OOD benchmarks endorse
the effectiveness of our method in preserving both ID classi-
fication accuracy and OOD detection performance on con-
tinuously shifting distributions.

1. Introduction
Out-of-distribution (OOD) detection is vital to modern

deep learning (DL) applications in the real world, especially
in safety-critical applications such as autonomous vehicle
control [21], and medical areas [64]. This is because DL
systems may make over-confident and incorrect predictions
when encountering the out-of-distribution (OOD) samples,
which possess semantic labels that are distinct from those
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Figure 1: Difference between existing static OOD detec-
tion and a more realistic scenario of Continuously Adaptive
OOD Detection (Problem 1) when test samples come from
continuously shifting distribution, i.e., Definition 1.

of in-distribution (ID) samples [63]. To mitigate this issue,
an important problem out-of-distribution detection has been
proposed and studied extensively [10, 17]. In OOD detec-
tion, the classifier is required to perform accurate predic-
tions on ID samples while simultaneously identifying OOD
samples. Many representative methods either utilize out-
puts [17, 34], feature representations [29, 45], or gradients
[19, 32] to enlarge the separations between ID and OOD
samples, while others [18, 39] incorporate auxiliary OOD
samples to regularize the deep models during training.

Although OOD detection has achieved great progress,
existing methods only focus on a simple scenario where
ID and OOD samples are assumed to be drawn from static
ID and OOD distributions. However, many real-world sys-
tems are changing dynamically and thus inherently exhibit
continuous distribution shifts over time. Take a self-driving
agent equipped with a scene recognition system as an ex-
ample: in the real world, the surrounding environment (e.g.,
illumination, weather) may shift continuously on the road,
such as from day to night, and from clean to foggy. Treating
the arriving training and test samples as from static distribu-
tions may potentially harm the effectiveness of OOD detec-
tion, leading to the misclassification of distribution-shifted
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ID and OOD samples. Such scenarios highlight the lim-
itations of current OOD detection methods when applied
to continuously shifting distributions. Figure 1 highlights
the difference between OOD detection on static distribution
and when applying to continuously shifting distributions.

To tackle the continuously shifting scenarios in OOD de-
tection, we propose a novel and realistic setting termed con-
tinuously adaptive out-of-distribution (CAOOD) detection,
which targets on developing OOD detection method to 1)
quickly adapt to the continuously shifting ID distributions
and 2) detect the continuously shifting OOD samples over
time. Note that during the deployment time, the ID samples
may be insufficient during the adaptation process. There-
fore, how to enable dynamic and quick adaptation with in-
sufficient ID samples to achieve good OOD detection per-
formance over time is core challenge of CAOOD detection.

Inspired by domain adaptation [14, 6] and meta-learning
[13], we develop a novel and effective CAOOD detection
method called meta out-of-distribution learning (MOL) to
address the challenge in CAOOD detection. To dynamically
and quickly adapt to the continuously shifting ID samples,
we leverage the learning-to-learn paradigm [52] of meta-
learning which aims to learn an internal representation for
quick adaptation to a new task. Specifically, by formulat-
ing adaptations to the continuous shifting ID samples as
a variety of inner tasks, we design a meta-training proce-
dure for learning to adapt explicitly. Further, to facilitate
quick adaptation with insufficient ID samples, we propose
to learn a meta-representation during training, which allows
us to only update the light-weighted classifier during testing
while keeping the meta-representation fixed. Additionally,
considering OOD samples are unavailable in training, we
propose to generate OOD samples based on the shifting ID
feature representations. Lastly, the classifier is trained dis-
criminatively based on both ID and virtual OOD samples.

The contributions are summarized as follows:

• We propose a more realistic OOD detection setting
called CAOOD detection to promote the applications
of OOD detection techniques in real-world scenarios.

• We develop technologies based on meta-learning and
domain adaptation to quickly adapt to the continu-
ously shifting ID distributions. With these technolo-
gies, MOL is proposed to address CAOOD detection.

• We conduct extensive experiments comparing MOL
with competitive OOD detection methods using vari-
ous fine-tuning/adaptation strategies on 114 CAOOD
detection tasks. Experiments show that MOL achieves
the best performance for both ID classification and
OOD detection in continuously shifting distributions.

2. Related Work
Out-of-distribution Detection methods are mainly post-
hoc based adopting different scoring functions based on ei-
ther logit outputs [17, 32, 34, 46, 28, 20], feature represen-
tations [45, 29, 33, 54, 47], or gradients [32, 19, 22]. These
methods enjoy good applicability when deployed as they
can be easily integrated into a pre-trained model without re-
training. Other works utilize contrastive learning [48, 47,
55], specifically designed loss functions [60, 38, 40]. How-
ever, these methods often require sophisticated score func-
tions but may not necessarily outperform post-hoc methods
in general as noted by [63]. Another line of OOD detec-
tion methods focus on regularizing the training of classifier
using either auxiliary OOD datasets or generated fake OOD
samples [18, 30, 34]. These works study sampling strategies
[39, 3, 31], OOD samples generation approaches [30, 51, 8],
and uncertainty regularization mechanisms [50]. In addi-
tion to above strategies, other strategies have also been ex-
plored. For example, to overcome the intrinsic inconsis-
tency of prior metrics by aggregating both the known and
unknown class performance in a single performance curve,
[59] propose a novel OOD detection metric named Ope-
nAUC as the final objective function to learn OOD detector.

Above OOD detection methods neglect inevitable distri-
bution shifts in test data over time in real-world applica-
tions. Very few OOD detection works consider such shift:
one work [62] used a large unlabeled dataset containing
ID samples aiming to encourage ID semantic information
modeling while being robust to covariate shift. Another
work [65] considers explicitly promotes the generalization
capacity of the OOD detector when being evaluated on
covariate-shifted ID data. Recent work [41] discovers that
environmental-related features (e.g., backgrounds) signifi-
cantly worsen existing OOD detection performance. These
early attempts highlight existing OOD detection methods
are prone to distribution shifts and consequently inadequate
for realistic scenarios, which motivates our research.
Domain Adaptation (DA) aims to adapt machine learning
models to unseen and different distributions [12, 64, 67, 7].
In complementary to OOD detection, DA improves mod-
els’ generalization ability to covariate shift when test data
share the same label set as training [35, 4]. Most existing
DA methods focus on matching discrete source and target
domains leveraging domain statistics [42], distance-based
loss functions [37], and adversarial training [14]. Recently,
different methods are developed to perform continuous do-
main adaptation when the target domain shifts smoothly
over time [2, 53, 56]. Continuous domain adaptation is re-
lated to our problem but it does not follow an open-world
assumption where test data may contain OOD samples that
do not belong to the training label set. In this paper, we
address a more challenging open-world learning scenario,
OOD detection under continuous shifting distributions.
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Open World Recognition aims to incrementally learn new
information without forgetting in an open world [24, 1, 11].
This problem concentrates on zero-shot learning [44], mit-
igating catastrophic forgetting [25], and incremental learn-
ing [43], where unknown samples can be progressively la-
beled as inputs. This is different from our focus on learning
an open-world classifier that can quickly adapt to contin-
uously shifted domains online while maintaining both ID
and OOD detection performance. Additional literature on
the topic of meta-learning is included in the Appendix.

3. Problem Setup and Notations

OOD Detection. Let X denote the feature space, Y = [C]
1 be the label space. We consider the ID distribution DXIYI

as a joint distribution defined over X × Y , where XI and
YI are random variables whose outputs are from spaces X
and Y . Given a set of n samples drawn i.i.d. from the ID
distribution called ID data, S = {(xj , yj)}nj=1 ∼ DXIYI . A
classic classification model f : X → RC , is trained on the
training set S, to predict the label of an input test data [10].

During the test time of OOD detection, the test samples
contain some unknown OOD samples drawn from an OOD
distribution DXOYO , where XO is a random variable from
X , but YO is a random variable whose outputs do not belong
to Y , i.e., YO /∈ Y . The classical OOD detection methods
aim to design an effective score function s(·; f) : X →
R [32, 29, 34] and train a corresponding model f by ID
samples S such that the following OOD detector

Gγ (x; s, f) =

{
ID if s(x; f) ≥ γ

OOD if s(x; f) < γ
(1)

where γ is a threshold can distinguish ID and OOD samples
accurately. In this paper, we select γ when 95% ID data is
correctly classified [63, 58, 57], and use energy score [34]
as the scoring function to design our OOD detector, i.e.,

s(x; f) = log

C∑
l=1

exp(fl(x)) (2)

where fl(x) is the l-th coordinate of f(x).

Continuously Adaptive OOD Detection. To tackle more
realistic scenarios that the ID and OOD samples are from
continuously shifting distributions over a discrete time pe-
riod T = {t1, t2, ..., tN}, which satisfies that 0 < t1 <
t2 <, ..., < tN . We also set Tk = {t1, t2, ..., tk} and set
T−
K = {tK , tK+1, ..., tN}, where 1 ≤ k < K ≤ N . It is

clear that Tk ∪ T−
K ⊂ T and Tk ∩ T−

K = ∅. Next, the defi-
nition of continuously shifting ID and OOD distributions is
given in Definition 1.

1We use [N ] to represent set {1, ..., N}. Therefore, [C] = {1, ..., C}.

Figure 2: A heuristic illustration CAOOD problem. The tar-
get is to train an OOD detection model g0 using S, {St}t∈Tk

so it can obtain good OOD detection performance on unseen
shifting samples {St}t∈T−

K
by quick adaptation.

Definition 1 (Continuously Shifting Distributions.) Let
Dt

XIYI
and Dt

XOYO
are ID and OOD joint distributions

at time t ∈ T . We say Dt
XIYI

, Dt
XOYO

are continuously
shifting ID and OOD distributions, if for any i ∈ [N − 1],

d(Dti
XIYI

, D
ti+1

XIYI
) < ϵ,

d(Dti
XO

, D
ti+1

XO
) < ϵ,

where d(·, ·) is a distribution metric and ϵ is a small value.

In Definition 1, the small value ϵ is used to estimate the
gradual variations and quantify the continuity of continu-
ously shifting ID and OOD distributions. We note here that
distribution shift over time can be significant as it gradually
accumulates. Next, we give the definition of continuously
adaptive OOD detection.

Problem 1 (Continuously Adaptive OOD Detection.)
Let Dt

XIYI
and Dt

XOYO
be the continuously shifting ID and

OOD distributions over time period T and let DXIYI
be the

original ID distribution. Given sets of samples

S = {(x1, y1), ..., (xn, yn)} ∼ DXIYI
, i.i.d.

St = {xt
1, ...,x

t
nt} ∼ Dt

XI
, i.i.d., for each t ∈ T

with nt ≪ n if t ∈ T−
K , the aim of continuously adaptive

OOD detection is to train an initial OOD detection model g0
using S, {St}t∈Tk

, and to quickly update the model gti (at
each time ti ∈ T−

K = {tK , tK+1, ..., tN}) based on the pre-
vious model gti−1 (g0 is the initial model, i.e., gtK−1

= g0)
using S, Sti . Such that for any test sample x ∈ {St}t∈T−

K
:

1) if x is from ID distribution Dt
XI

, gtN classifies x into cor-
rect ID label; and 2) if x is from OOD distribution Dt

XO
,

gtN detects x as OOD.

A heuristic illustration of the CAOOD problem is pro-
vided in Figure 2. The key challenge of Problem 1 is to
quickly adapt to new ID distribution Dti

XI
using insufficient

ID samples Sti at time ti. To achieve satisfied performance
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across time period T−
K , a good initial OOD detection model

g0 is indispensable for effective adaptation. In Section 4,
we illustrate the proposed MOL method and detail how to
obtain the initial model g0 during the training procedure.
Notations. To facilitate better comprehension, we introduce
some necessary notations. To learn a good initial OOD de-
tection model g0, we mainly use meta-learning techniques.
Following the meta-training procedure [13], we need to
sample a support set Sspt = {St

spt}t∈T ′
k

from {St}t∈Tk
,

where T ′
k ⊂ Tk and St

spt ⊂ St. We also need to sam-
ple a query set Sqry = {St

qry}t∈T ′
k

from {St}t∈Tk
, where

St
qry ⊂ St. Further, we set fΘ to be the feature extractor,

set hΦ to be the adapter, and set cW to be the classifier,
where Θ,Φ and W are the parameters. Then the classifica-
tion model f can be expressed as a function composition:

fW,Φ,Θ = cW ◦ hΦ ◦ fΘ.

Lastly, the OOD detection model Gγ can be obtained via
the score function s(·; fW,Φ,Θ), as shown in Eqs. 1 and 2.

To adapt the shifting distributions, we mainly utilize the
maximum mean discrepancy (MMD) [15], which are intro-
duced in following: given samples {xi}ni=1 and {x′

j}mj=1,

dk({xi}ni=1, {x′
j}mj=1)

=
∥∥ 1
n

n∑
i=1

ϕk(xi)−
1

m

m∑
i=1

ϕk(xj)
∥∥
k
,

where k is the kernel and ϕk is the kernel feature map. To
further improve the adaptive performance, in this work, we
use the multi-kernel MMD dmk, which is shown in [36].

4. Methodology
It is important to recognize that while the number of test

samples St (t ∈ T−
K ) may be limited during deployment,

we often have access to a satisfactory number of labeled
training samples S as well as unlabeled samples {St}t∈Tk

that can be used to simulate distribution shifts that may oc-
cur during deployment. This motivates us to learn a well-
designed initial OOD detection model g0 that utilizes both
labeled training samples S and unlabeled samples {St}t∈Tk

to effectively adapt to the shifting test samples St (t ∈ T−
K )

as defined in Problem 1.
To develop an effective initial OOD detection model g0,

we consider learning an internal meta-representation that
enables efficient adaptation to the new distributions in Prob-
lem 1. Additionally, note that OOD samples are unavail-
able during the training process, we utilize the virtual OOD
synthesize [8] techniques to generate reliable-virtual OOD
samples. The virtual OOD samples emulate real OOD sam-
ples and thus enable the classifier to be trained with an addi-
tional uncertainty regularization term that incorporates both
ID and virtual OOD information.

An effective strategy of learning g0 is to draw upon the
experience of meta-learning [9, 52]. Originally proposed
for addressing few-shot learning [9, 23], meta-learning in-
volves utilizing fast adaptation on a small number of sam-
ples. By using meta-learning [13], we can efficiently adapt
the initial model to new distributions encountered during
deployment. Specifically, a meta-training process is explic-
itly designed for learning-to-adapt by viewing the adapta-
tion to each time t ∈ T ′

k for OOD detection as the inner
tasks, thus dynamic adaptations across all time period T ′

k

can be regarded as one input for the outer-loop training pro-
cess. Concretely, we can train the classifier by considering
both ID adaptation and OOD uncertainty regularization. In
the outer loop, we update the model with respect to many
inner tasks across all time periods T ′

k. We detail the inner
learning tasks and outer-loop meta-training process in Sec-
tions 4.1 and 4.2. The entire procedures of the proposed
MOL method are shown in Algorithms 1 and 2.

4.1. Inner Learning Task for MOL

ID Adaptation. In the inner task, we firstly train the adapter
hΦ and classifier cW to adapt to current ID distribution at
time point t ∈ T ′

k using support set Sspt. Specifically, given
a cross-entropy loss ℓce and multi-kernel MMD dmk, we
minimize the following objective.

min
Φ,W

[
Lce + Lt

d

]
= min

Φ,W

[ 1
n

n∑
i=1

ℓce (fΘ,Φ,W (xi) , yi)

+d2mk({fΘ,Φ,W (xi)}ni=1, {fΘ,Φ,W (xt
j,spt)}m

t

j=1)
]
,

(3)

where {xt
j,spt}m

t

j=1 = St
spt. Then at each time t ∈ T ′

k, we
estimate the empirical mean and covariance of training sam-
ples S for each class c ∈ Y using hΦ ◦ fΘ [29],

µ̂t
c =

1

nc

∑
i:yi=c

hΦ ◦ fΘ (xi) , Σ̂t =
1

n

C∑
c=1

Σ̂t
c, (4)

where nc is the number of samples S for class c, and

Σ̂t
c =

n∑
i:yi=c

(
hΦ ◦ fΘ (xi)− µ̂t

c

) (
hΦ ◦ fΘ (xi)− µ̂t

c

)⊤
.

Note that the adapter hΦ is updated by the training objective
in Eq. (3) at each time t ∈ T ′

k.
Virtual OOD Generation. We generate virtual OOD sam-
ples based on the updated ID features hΦ ◦ fΘ at each time
t ∈ T ′

k. Motivated by [8, 29], we also assume that adapted
class-conditional ID distribution Dt

hΦ◦fΘ(XI)|YI=c is similar
to a multivariate Gaussian distribution, i.e.,

Dt
hΦ◦fΘ(XI)|YI=c ≈ N

(
µ̂t
c, Σ̂

t
)
,
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which implies that we can sample virtual OOD samples Zt
c

at the adapted feature space Z = hΦ ◦ fΘ(X ) ⊂ Rd̃ to each
class c in the δ-likelihood region, i.e., Zt

c is sampled from{
ztc |

A

|Σ̂|1/2
exp

(
(ztc − µ̂t

c)Σ̂
−1(ztc − µ̂t

c)
)
< δ

}
, (5)

where A = 1/(2π)
d̃/2 and δ is a small constant to ensure

that the sampled OOD samples Zt
c are near the estimated

class boundary in the adapted feature space Z .
Inner Uncertainty Regularization. By the above steps, at
each time t ∈ T ′

k, we obtained the adapting ID information
and the virtual OOD samples at the adapted feature space Z .
Now we add an extra regularization term such that the clas-
sifier cW can classify the adapted ID samples and virtual
OOD samples in the adapted feature space Z . Specifically,
the regularization term [8] is shown in following,

Lt
ood =

1

C

C∑
c=1

Ez∼Zt
c

[
− log

1

1 + exps(z;cW )

]
+ Ex∼St

spt

[
− log

exps(x;fW,Φ,Θ)

1 + exps(x;fW,Φ,Θ)

]
,

(6)

where the score function s is introduced in Eq. (2). There-
fore, we obtain the optimization problem for inner tasks by
combining Eq. (3) and (6), i.e., for a parameter λ > 0,

min
W,Φ

Lt = min
W,Φ

[
Lce + Lt

d + λLt
ood

]
. (7)

Note that at the earlier training stage, we optimize Φ,
W only by using Eq. (3) so that a good estimation of ID
distribution can be learned. Specifically, following VOS [8],
we maintained a ID class-conditional queue |Qy| for each
class y ∈ Y for continuous online estimation of µ̂t

c and Σ̂t.
The uncertainty regularization (Eq. (7)) is introduced in the
middle of the training (i.e., at a certain starting epoch E).

4.2. Learning A Meta-representation

Outer-loop Training. In Section 4.1, the inner training task
only involves updating the adapter hΦ and classifier cW ,
while keeping the feature extractor fΘ fixed. In the outer
loop, we target on updating fΘ corresponding to fixed Φ,W
given in the inner tasks at each time t ∈ T ′

k. Firstly, con-
sidering harnessing the knowledge transfer between contin-
uous shifting distributions during time period T ′

k, we mini-
mize the distribution discrepancy across the time period T ′

k:
let T ′

k = {t′1, t′2, ..., t′l} with t′1 < t′2 <, ..., < t′l, then

Lqry = max
i∈[l−1]

d2mk

(
fΘ,Φ,W (S

t′i+1
qry ), fΘ,Φ,W (S

t′i
qry)

)
, (8)

where fΘ,Φ,W (S
t′i
qry) = {fΘ,Φ,W (x

t′i
j,qry)}m

t′i
j=1, here we set

S
t′i
qry = {xt′i

j,qry}m
t′i

j=1. Intuitively, Lqry estimates the dis-
crepancies of continuously shifting distributions across the

Algorithm 1 . MOL in Training Process

Input: ID training samples S and {St}t∈Tk ; learning rates α, β;
randomly initialized model fW,Φ,Θ = cW ◦ hΦ ◦ fΘ.
while not done do

Randomly initialized adapter hΦ and classifier cW ;
Randomly sample T ′

k = {t′1, t′2, ..., t′l} from Tk and sample
support and query sets Sspt and Sqry from {St}t∈T ′

k
;

for i = 1 to l do
Estimate µ̂ti

c and Σ̂ti by using S and Eq. (4);
Sample virtual OOD samples Zti

c by Eq. (5);
Compute Lti using S, Sti

spt and Zti
c by Eq. (7);

Update parameters: (Φ,W )ti+1 = (Φ,W )ti −α▽Lti ;
end for
Compute Lmeta using S and Sqry by Eq. (9);
Update parameters: Θ = Θ− β▽Lmeta;

end while
Output: initial model Gγ (x; s, fΘ,Φ,W ) by Eq. (1)

meta-representation fΘ.

Algorithm 2 . MOL in Testing Process

Input: ID training samples S and {St}
t∈T−

K
; learning rates α, β;

meta-representation fΘ; score function introduced in Eq. (2).
while not done do

Randomly initialized adapter hΦ and classifier cW ;
for i = K to N do

Estimate µ̂ti
c and Σ̂ti by using S and Eq. (4);

Sample virtual OOD samples Zti
c by Eq. (5);

Compute Lti using S, Sti and Zti
c by Eq. (7);

Update parameters: (Φ,W )ti+1 = (Φ,W )ti −α▽Lti ;
end for
Output: model Gγ (x; s, fΘ,Φ,W ) by Eq. (1).

end while

time period T ′
k. Then, the optimization issue in outer-loop

training can be represented as follows:

min
Θ

Lmeta = min
Θ

[
Lce + Lqry

+
1

|T ′
k|

∑
t∈T ′

k

(
Lt
d + λLt

ood

)]
,

(9)

where Lt
d and Lt

ood are computed by using the samples St
qry

in the query set Sqry.
In Eq. (9), the inner tasks (corresponding to Lt

d+λLt
ood)

across all time period T ′
k are fed as one input (correspond-

ing to
∑

t∈T ′
k

(
Lt
d + λLt

ood

)
/|T ′

k|) in the outer-loop
training. Thus, we are able to learn a good initialization of
meta-representation Θ such that: when encountering a new
distribution during testing, a few updating steps of Φ,W
result in a good performance.

Meta-testing. In the testing process, when exposed to pre-
viously unseen shifting distributions Dt

XIYI
(where t ∈

T−
K ), we only need to fine-tune the adapter hΦ and clas-

sifier cW on the new test samples St (where t ∈ T−
K ), while
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keeping the meta-representation fΘ fixed. This strategy en-
ables fast adaptation by updating the lightweight classifier
and adapter, which is useful for real-world online applica-
tions like self-driving agents. Furthermore, by incorporat-
ing the score function in Eq. (2), we can obtain an OOD
detection model gt, while updating hΦ and cW at each time
t ∈ T−

K during the testing process.

5. Experiments

5.1. Adaptive OOD Benchmark Construction

For CAOOD evaluation, we construct 3 benchmarks
(e.g., using Rotation MNIST, Cifar Corruption datasets
as ID datasets) derived from commonly used static OOD
benchmarks (e.g., MNIST, Cifar). Rotation MNIST and
Corruption datasets are frequently used in continuous do-
main adaptation [53, 56]. In practical applications, ro-
tation can replicate shifts arising from camera positions,
while corruptions mimic various weather conditions (e.g.,
fog, snow) and movements (e.g., motion). In CAOOD, we
evaluate both ID accuracy and OOD detection effectiveness.
Dataset details are provided in the Appendix.

Rotation MNIST [5]. This dataset has MNIST digits
with various rotations from [0, 180◦], and for each rotation,
there are 60,000 training images. In our benchmark, we
use Rotation MNIST (R-MNIST) as the ID training dataset
and evaluate the OOD detection performance on Rotation
NOTMNIST (R-NOTMNIST) and Rotation Cifar10bw (R-
Cifar10bw). There are no semantics overlaps between the
ID and OOD datasets.

In our proposed MOL protocol, we consider images with
rotation 0◦ as the labeled original training samples S, and
images from rotation (0, 180◦] as continuously shifting dis-
tributions over the whole time period (0, T ], i.e., {St}t∈T .
In meta-training, we use images from rotation (0− 60◦] as
{St}t∈Tk

, and randomly sample Sspt, Sqry of length 10.
During meta-testing, we update our model online for ro-
tation {S120◦ , S126◦ , i...S174◦}, i.e., {St}T−

K
and for each

rotation, we only use 100 training samples for adaptation.
Cifar10C. This dataset consists of 15 types of corrup-

tions (e.g., fog, brightness, motion, noise) with each demon-
strating 5 levels of severity. We use Cifar10C as the ID data
and test on two near OOD datasets applying the same shift-
ing distribution: TinyimageNetC, and Cifar100C. Follow-
ing the OOD benchmark literature [63], we create Tinyima-
geNetC from a subset of the Tinyimagenet [49] where 1207
images overlap semantic labels with Cifar10 are removed.

In our protocol, we take clean images from Ci-
far10 as original training samples S, and consider im-
ages with various corruptions from Cifar10C as samples
come from shifting distributions. Specifically, we design
the continuous shifting distributions by gradually chang-
ing the severity across all corruption types, for example:

Table 1: OOD benchmarks used in our evaluation, including
CAOOD datasets, near OOD, and far OOD datasets.

ID Dataset CAOOD Near OOD Far OOD

R-MNIST R-NOTMNIST NOTMNIST Cifar10bw
R-Cifar10bw

Cifar10C Cifar100C Cifar100 Textures
TinyimagenetC TinyimageNet LSUN

iSUN

Cifar100C Cifar10C Cifar10 Textures
TinyimagenetC TinyimageNet LSUN

iSUN

· · ·,C5
t−1︸ ︷︷ ︸

t-1 and before

→ C
1
t ,C

2
t ,C

3
t ,C

4
t ,C

5
t ,C

4
t ,C

3
t ,C

2
t ,C

1
t︸ ︷︷ ︸

corruption type t, changing gradually

→ C
1
t+1,C

2
t+1, · · ·︸ ︷︷ ︸

t+1 and on
In meta-training, we randomly sample Sspt, Sqry of length
10 (i.e., |T ′

k| = 10), from the first 7 corruptions of 63 con-
tinuously shifting distributions, i.e., {St}t∈Tk

, |Tk| = 63.
In meta-testing, we adapt our model to a trajectory of length
10 that is randomly sampled from the last 7 corruptions and
evaluate on unseen test images from the last 7 corruptions
(i.e., frost, fog, brightness, contrast, elastic transform, pix-
elate, jpeg compression). Similarly, we only had access to
100 training samples in meta-testing.
Cifar100C [16]. This dataset is a variant of Cifar10C by
applying the same corruptions to Cifar100. We used Ci-
far100C as the ID dataset and two near OOD datasets with
the same continuous shifting distributions: Cifar10C and
TinyimageNetC. We re-create TinyimageNetC after 2505
images sharing the same classes with Cifar100 have been
removed [63]. For the MOL protocol, we applied the same
training and testing fashion as used in Cifar10C.
Standard OOD Datasets. In addition, we evaluate our
method’s OOD detection performance on commonly used
OOD datasets from a static distribution, including Ci-
far10 and Cifar100 [26], TinyImageNet [49], Textures [27],
LSUN-Resize, LSUN-Crop [66], and iSUN [61]. Table 1
summarizes evaluated OOD detection benchmarks.

5.2. Baselines and Metrics

We compare our method with comprehensive OOD de-
tection baselines including Maximum Softmax Probability
[17], ODIN [32], Mahalanobis distance [29], energy score
[34], Gram Metrics [45], Gradnorm [19], and the recent
VOS [8], KNN [47] and LogitNorm [60]. To apply the
above static OOD detection baselines in CAOOD, we use
three different training/adapting schemes as follows.
Direct Test. The model is trained on the labeled original
training samples S and then directly test on continuously
shifting {St}t∈T−

K
for OOD detection with no adaptation.

Simple Adaptive. During training, the model is trained on
the labeled original training samples S. During testing, we
finetune the classifier of the model to adapt to continuously
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Table 2: Main Results on Rotation MNIST. ↑ (or ↓) indicates greater (or smaller) values are preferred. For each comparable
method, we report results on Direct Test / Simple Adaptive / Domain Adaptation. Only Direct Test results are reported for
Gram and KNN, only Direct Test and Simple Adaptive results are reported for VOS and LogitNorm. The bold and * represent
the best and second best performance and the shadow part marks our method.

Method Rotation NOTMNIST Rotation Cifar10bw Average ID Accuracy
AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓

MSP 76.9 / 75.9 /62.3 71.9 / 70.4 / 87.6 90.1 / 89.4 / 68.8 55.6 / 48.5 / 83.6 83.5 / 82.6 / 65.6 64.8 / 59.5 / 85.6 25.6 / 28.3 / 27.2
ODIN 63.6 /76.7 / 30.8 85.2 / 72.6/ 56.7 87.3 / 88.1 / 67.6 58.2 / 50.9 / 83.9 75.5 / 82.4 / 49.2 71.7 / 61.8 / 70.3 25.6 / 28.3 / 27.2

Mahalanobis 61.2 / 75.4 / 32.9 86.1 / 75.1/ 56.9 89.3 / 90.1 / 66.7 58.1 / 49.5 / 80.8 75.3 / 82.8 / 49.8 72.1 / 62.3 / 68.9 25.6 / 28.4 / 27.7
Energy 92.6 / 91.7 / 72.7 36.1 / 39.7 / 76.1 97.5 / 95.9 / 69.1 12.6 / 19.9 / 85.2 95.1 / 93.8 / 70.9 24.4 / 29.8 / 80.7 25.6 / 28.3 / 27.2
Gram 96.1∗ 10.6 98.9∗ 4.6∗ 97.5∗ 7.6 25.6
VOS 86.7 / 93.5 57.6 / 32.3 92.7 / 96.7 31.0 / 16.4 89.7 / 95.1 44.3 / 24.4 27.7 / 30.9

LogitNorm 84.0 / 94.0 46.2 / 29.7 97.7 / 99.0 10.5 / 4.5 90.0 / 96.5 28.3 / 17.1 24.7 / 31.5∗

KNN 95.7 16.5 91.4 25.0 93.5 20.8 24.9
MOL 96.5 13.9∗ 98.9∗ 9.2 97.7 11.5∗ 35.6

Table 3: Main Results on Cifar10 corruption. ↑ (or ↓) indicates greater (or smaller) values are preferred. For each comparable
method, we report results on Direct Test / Simple Adaptive / Domain Adaptation. Only Direct Test results are reported for
Gram, Gradnorm, and KNN, only Direct Test and Simple Adaptive results are reported for VOS and LogitNorm. The bold
and * represent the best performance and the shadow part marks our method.

Method Cifar100C TinyImagenetC Average ID Accuracy
AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓

MSP 53.2 / 62.2 / 54.8 94.3 / 91.6 / 92.9 59.7 / 64.0 / 52.9 92.5 / 91.2 / 94.9 56.5 / 63.1 / 53.8 93.4 / 91.4 / 93.9 38.5 / 56.2 / 35.6
ODIN 46.1 / 61.3 / 55.2 96.5 / 91.9 / 93.4 40.3 / 62.9 /52.0 99.1 / 91.5 / 94.9 43.2 / 62.1 / 53.6 97.8 / 91.7 / 94.2 38.1 / 55.6 / 35.2

Mahalanobis 46.8 / 63.6 / 55.1 96.7 / 91.3 / 93.4 47.0 / 66.0 / 53.6 98.1 / 90.6 / 93.9 46.9 / 64.8 / 54.4 97.4 / 90.9 / 93.7 38.5 / 56.2 / 35.6
Energy 52.7 / 60.8 / 56.5 94.4 / 91.4 / 93.7 61.5 / 65.0 / 60.8 91.6 / 89.0 / 94.6 57.1 / 62.9 / 58.7 93.0 / 90.2 / 94.2 38.5 / 52.9 / 35.6
Gram 55.2 89.7 66.5 82.5 60.9 86.1∗ 38.1

Gradnorm 29.5 97.2 41.3 96.5 35.4 96.9 38.5
VOS 52.6 / 53.6 95.7 / 96.5 57.3 / 59.9 97.2 / 97.1 54.9 / 56.8 96.5 / 96.8 25.9 / 31.7

LogitNorm 56.4 / 65.3∗ 94.5 / 88.9∗ 61.9 / 67.6∗ 92.6 / 85.9 59.1 / 66.4∗ 93.6 / 87.4 43.5 / 59.1∗

KNN 54.1 94.4 57.7 93.5 55.9 94.0 44.2
MOL 69.7 86.3 71.4 85.6∗ 70.6 85.9 64.1

shifting {St}t∈T−
K

dynamically and test their performance.
Specifically, the classifier is updated using our proposed
meta-testing strategy without virtual OOD generation and
uncertainty regularization (i.e., by using Eq. 3).
Domain Adaptation. The model is trained using classic
domain adaptation techniques DAN [36]. Specifically, in
the training process, we train the model offline by viewing
S as the source domain and all shifting training samples
{St}t∈Tk

available as the target domain. During testing, we
finetune the classifier of the model to adapt to continuously
shifting {St}t∈T−

K
dynamically and test their performance

(Eq. (3)). By doing so the Domain Adaptation strategy
violates the CAOOD setting during training.

Note that for Gram Metrics, Gradnorm, and KNN, only
the Direct Test results are reported because their scoring
functions are calculated based on feature representations
across all layers, which demands a finetuning on the whole
model during testing. For VOS and LogitNorm, only Direct
Test and Simple Adaptive results are reported, as we found
it difficult to train them with Domain Adaptation strategy.

Evaluation Metrics. For OOD detection evaluation, we re-
port 1) the area under the receiver operating characteristic
curve (AUROC), which measures the model’s capacity to
distinguish ID and OOD samples based on varying thresh-
olds of the predicted confidence scores; and 2) the false pos-
itive rate (FPR95) of OOD samples when the true positive
rate of ID samples is fixed at 95 %, which measures the
percentage of OOD samples that are incorrectly classified
as ID samples when the model’s sensitivity to ID samples
is high. For evaluating the ID classification, we report the
commonly used accuracy.

5.3. Implementation Details

On the R-MNIST dataset, we use LeNet as the backbone
for all models. As for Cifar10C and Cifar100C datasets, we
use WideResNet as the backbone. Note that in our method,
the last fully connected layers of LeNet and WideResNet
are removed for learning meta-representation during train-
ing. We set the uncertainty regularization balancing term λ
as 0.015 for R-MNIST, and 0.1 for two CifarC datasets. The
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Table 4: Main Results on Cifar100 corruption. ↑ (or ↓) indicates greater (or smaller) values are preferred. For each com-
parable method, we report results on Direct Test / Simple Adaptive / Domain Adaptation (DA). Only Direct Test results are
reported for Gram, Gradnorm, and KNN, only Direct Test and Simple Adaptive results are reported for VOS and LogitNorm.
The bold and * represent the best performance and the shadow part marks our method.

Method TinyImagenetC Cifar10C Average ID Accuracy
AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓

MSP 50.9 / 61.3 / 58.1 94.8 / 91.3 / 92.5 58.2 / 64.0 / 61.2 92.9 / 91.2 / 91.3 54.6 / 62.7∗ / 59.7 93.4 / 91.3 / 91.9 27.8 / 41.4 / 37.7
ODIN 49.1 / 59.7 / 55.5 95.5 / 91.4 / 93.6 41.8 / 63.5 / 60.2 98.0 / 90.8∗ / 91.6 45.5 / 61.6 / 57.9 96.8 / 91.1∗ / 92.2 27.8 / 41.4 / 37.7

Mahalanobis 48.5 97.1 40.4 99.0 44.5 98.1 27.8
Energy 50.7 / 58.0/ 61.6∗ 94.9 / 92.1 / 91.0∗ 58.7 / 63.6∗ / 61.0 92.9 / 91.4 / 92.6 54.7 / 60.8 / 61.3 93.9 / 91.8 / 91.8 27.8 / 41.4 / 37.7
Gram 47.1 95.9 49.6 95.6 48.4 95.8 27.8
VOS 49.9 / 52.1 96.0 / 96.3 52.6 / 54.8 97.7 / 98.0 51.3 / 53.5 96.9 / 97.2 26.1 / 43.1∗

LogitNorm 53.0 / 58.3 94.1 / 92.2 58.8 / 63.1 93.2 / 91.9 55.9 / 60.7 93.7 / 92.0 23.4 / 38.5
KNN 51.7 95.1 50.0 94.9 50.9 95.0 22.9
MOL 69.4 88.7 63.1 89.0 66.3 88.9 57.4

Figure 3: The ID classification (a) and OOD detection performance (b-c) on R-MNIST benchmark over continuously shifting
distributions. Our method achieved the best performance on all unseen distributions, i.e., the pink line.

Table 5: Average results over 10 randomly sampled trajec-
tories on R-MNIST.

Method R-NOTMNIST R-Cifar10bw ID Accuracy
AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓

Fixed 97.9 13.9 98.9 9.2 35.6
Sampled 97.7 ±0.4 13.6 ±0.8 98.8 ±0.4 9.6 ±0.7 36.7 ±1.4

Table 6: Ablation study on R-MNIST, where w/o Lood and
w/o Lqry are variants trained without Lood and Lqry. E
indicates the adding point of Lood, e.g., 1/2 indicates adding
Lood halfway through training.

Method R-NOTMNIST R-Cifar10bw ID Accuracy
AUROC ↑ FPR95 ↓ AUROC ↑ FPR95 ↓

w/o Lood 94.1 34.9 97.6 12.2 34.2
w/o Lqry 93.9 35.1 96.9 14.3 32.2
E = 1/3 99.7 7.4 99.9 5.6 28.7
E = 1/2 98.0 10.4 99.1 8.7 30.1
E = 2/3 96.5 13.9 98.9 9.2 35.6
E = 4/5 95.3 15.5 95.2 16.3 35.9

learning rates in inner/outer loops are set as 0.1/0.01 for R-
MNIST, and 0.3/0.03 for two CifarC datasets, respectively.
We use SGD with 0.9 momentum and 5× 10−4 weight de-
cay. On each OOD benchmark, all methods are trained us-

ing the same backbones with the same number of epochs.

5.4. Experimental Results

Results on R-MNIST. Table 2 summarizes the ID classifi-
cation and OOD detection results on R-MNIST. The base-
line results show that most existing static OOD detection
methods cannot handle ID classification and OOD detection
when test samples compass continuous distribution shifts.
By using an alternate scheme when we fine-tune the model’s
classifier during testing (i.e., Simple Adaptive), the compa-
rable methods improved around 2.7% in ID accuracy and
reduced from 5.3% to 19.3% in FPR95 across all baselines.
Such improvement endorses the dynamic adaptation of the
OOD detection model when test samples come from con-
tinuously shifting distribution.

When examining the performance of the Domain Adap-
tation strategy, results show that ID accuracy improved over
the Direct Test baselines, however, the OOD detection per-
formance dropped heavily, from 17.9% to 26.3% across all
methods in AUROC. In contrast to the Domain Adaptation
strategy, our method obtained superior performance (ID ac-
curacy: 35.6%, AUROC: 97.7%) by respecting the continu-
ous shifting characteristic of test distributions. Note that al-
though Gram [45] obtained the best results in FPR95, their
ID accuracy (10% lower than our method) questioned the
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reliability of the OOD detection performance in CAOOD.
Results on Cifar Corruption. Table 3 and 4 show the OOD
detection results on Cifar10C and Cifar100C. Results show
that MOL achieved the best performance on both Cifar cor-
ruption benchmarks. On Cifar10C, we outperformed Di-
rect Test, Simple Adaptive, and Domain Adaptation strate-
gies by 25.6%, 7.9%, and 28.5% in ID classification respec-
tively. For OOD detection, we outperformed most compara-
ble methods and adaptation strategies. Our AUROC outper-
formed the second-best result (i.e., Simple Adaptive Logit-
Norm) by 4.2%. On Cifar100C, we improved the 3 adapta-
tion strategies by 29.6%, 16.0%, and 19.7% respectively in
ID accuracy, while maintaining the best average OOD de-
tection performance when compared to all other methods.
Note that in our reproduction, Gram shows a catastrophic
OOD performance drop and Gradnorm obtained a 100% in
FPR95 when tested on the Cifar100C benchmark, which in-
dicates the instability of their scoring functions using gradi-
ents/features across all layers when applied in CAOOD.
Performance on Continuously Shifting Distribution.
Figure 3 shows the ID classification and AUROC over dis-
tributions on the Rotation MNIST benchmark. It is clear to
see that the OOD detection performance of VOS and Energy
decreased when the distribution continues to shift, while our
method maintained a good OOD detection (i.e., the purple
line). This further endorses our method’s superiority in ad-
dressing the CAOOD problem by learning to quickly adapt
to newly arriving test samples with shifting distributions.
Discussion on the impact of Discretization. Theoreti-
cally, modeling in continuous time intervals requires infi-
nite samples, making it unrealistic. As such discretization
(using finite samples to simulate infinite samples) is a com-
mon way to address continuous domain adaptation [56, 2].
CIDA [53] employs closed intervals which uniformly sam-
ple finite time points from these intervals and obtain train-
ing data for each sampled time point. Following CIDA,
instead of adapting to one fixed discretized trajectory, in
meta-training, we adapt to randomly sampled trajectories
(i.e., Sspt, Sqry) to approximate from 0◦ to 60◦. To further
evaluate the impact of discretization on detection accuracy,
we evaluate our method on 10 randomly sampled trajecto-
ries during testing. Table 5 shows the average results sug-
gesting that the detection performance remains stable across
various trajectories (fixed and sampled).

5.5. Ablation Study

A brief ablation analysis is provided in Table 6. Firstly,
we build a variant of our model without Lood by taking out
the uncertainty regularization term Lood so it reduces to fo-
cus solely on continuous ID adaptation without synthesiz-
ing virtual OOD samples for uncertainty regularization. By
doing so the ID accuracy slightly dropped by 1.4% while the
OOD detection performance decreases noticeably (3.8% in

AUROC). Then, we conduct experiments on another variant
without Lqry without the constraint term on distribution dis-
crepancy Lqry, leading to performance drops on all ID ac-
curacy, AUROC, and FPR95. This reflects that harnessing
knowledge transfer between distributions is indispensable
to the CAOOD problem. Further, we studied the impact on
starting point of uncertainty regularization during the whole
training process. Results show that an earlier start resulted
in a significant drop in ID accuracy while the OOD detec-
tion performance is good but meaningless. We suggest that
a balance should be identified whenever the ID accuracy is
prioritized. More ablations, experimental results, and com-
parisons about training/testing time refer to the Appendix.

6. Conclusion and Future Works
OOD detection has achieved great progress while fac-

ing challenges in real-world scenarios when test samples
exhibit dynamic distribution shifting. Motivated by these
challenges, we propose a novel and more realistic CAOOD
detection and develop an effective method of MOL in ad-
dressing this problem. To the best of our knowledge, we
are the first to investigate OOD detection under continuous
distribution shifts. Our proposal will motivate future works
to pursue new methods in addressing real-world OOD de-
tection under continuously shifting distributions.
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