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Abstract

In this paper, we propose a novel cross-modal distillation
method, called TinyCLIP, for large-scale language-image
pre-trained models. The method introduces two core tech-
niques: affinity mimicking and weight inheritance. Affin-
ity mimicking explores the interaction between modalities
during distillation, enabling student models to mimic teach-
ers’ behavior of learning cross-modal feature alignment
in a visual-linguistic affinity space. Weight inheritance
transmits the pre-trained weights from the teacher mod-
els to their student counterparts to improve distillation effi-
ciency. Moreover, we extend the method into a multi-stage
progressive distillation to mitigate the loss of informative
weights during extreme compression. Comprehensive ex-
periments demonstrate the efficacy of TinyCLIP, showing
that it can reduce the size of the pre-trained CLIP ViT-B/32
by 50%, while maintaining comparable zero-shot perfor-
mance. While aiming for comparable performance, distil-
lation with weight inheritance can speed up the training by
1.4 - 7.8× compared to training from scratch. Moreover,
our TinyCLIP ViT-8M/16, trained on YFCC-15M, achieves
an impressive zero-shot top-1 accuracy of 41.1% on Im-
ageNet, surpassing the original CLIP ViT-B/16 by 3.5%
while utilizing only 8.9% parameters. Finally, we demon-
strate the good transferability of TinyCLIP in various down-
stream tasks. Code and models will be open-sourced at
aka.ms/tinyclip.

1. Introduction
Large-scale language-image pretraining, e.g., CLIP [46],

has recently gained significant attention due to its remark-
able zero-shot transfer capability [46] and unprecedented
performance in text-to-image generation [47]. Due to com-
plex nature of vision and language, current approaches of-
ten resort to utilizing huge amounts of parameters to endow
models with cross-modal capabilities [46, 21, 71, 72, 43, 39,

∗ Equal contribution. Kan and Zhenghong were interns of Microsoft.
† Corresponding: houwen.peng@microsoft.com

30

54

78

102

126

150

# 
To

ta
l P

ar
am

s (
M

)

40

45

50

55

60

65

Zero-shot Top-1 A
ccuracy (%

)

OpenCLIP TinyCLIP

20

36

52

68

84

100

# 
To

ta
l P

ar
am

s (
M

)

42

46

50

54

58

62

Zero-shot Top-1 A
ccuracy (%

)

ImageNet-1k Accuracy
CLIP-ResNet50

62.9 63.9
61.4

126 M

94.5 M

63 M

CLIP-ViT-B/32

59.1

56.4
76 M

59 M

38 M

59.6

100% 75% 50% 100% 75% 50%

Figure 1. Comparison of the OpenCLIP [20] and TinyCLIP. Tiny-
CLIP is pre-trained and distilled on LAION-400M [50] using
OpenCLIP ViT-B/32 [20] as the teacher, whose zero-shot top-1
accuracy is 65.6%.

1]. This in turn leads to high costs in terms of storage, mem-
ory, and computation time for these models, which moti-
vates the need for model compression to make them smaller
and faster for real-world applications [64, 13].

As a core compression technique, knowledge distillation
has been extensively studied and applied in single-modal
settings [19, 16]. However, its potential for multi-modality
remains underexplored. Unlike single-modal models, the
distillation of language-image cross-modal models poses
distinct challenges. First, CLIP-like language-image mod-
els commonly consist of two branches: an image encoder
and a text encoder [21, 72, 52, 73]. When distilling such
multi-branch models, it is crucial to consider the interac-
tion of information across the different modality branches
in both the teacher and student models. Second, the original
CLIP [46] models are pre-trained on 400 million image-text
pairs for 32 epochs, which requires thousands of GPU days,
making distillation a significant challenge when computa-
tional resources are limited. Is there any way to reduce the
cost of CLIP distillation?

To tackle these challenges, we present a novel cross-
modal distillation method dubbed TinyCLIP, which intro-
duces two key techniques: affinity mimicking and weight
inheritance. In contrast to the methods that rely on either

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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image or text features for distillation, we empirically show
that distilling knowledge in an image-text affinity space is
more effective. Specifically, we leverage the cosine similar-
ity of the image and text embeddings in the teacher model
to facilitate the distillation of the student model, allowing
the student to mimic the teacher’s visual-linguistic feature
alignment. We refer to this process as affinity mimicking.

To improve distillation efficiency, we introduce weight
inheritance, a technique transferring the pre-trained weights
from teacher models to their student counterparts. Since in-
heriting weights provides a good initialization for the stu-
dent models, the distillation progress can be largely accel-
erated. The key challenge of weight inheritance lies in de-
termining which weights are more advantageous. To ad-
dress this issue, we introduce two solutions: manual and
automatic inheritance. We surprisingly found that a simple
manual selection of k-dimension or k-layer weights from
the teacher model can yield satisfactory results for CLIP
distillation. On the other hand, we also introduce learnable
masks to automatically identify the most important weights
from the teacher model. The masks are imposed indepen-
dently on the vision and language branches, enabling them
to capture the differences across modalities.

Moreover, we extend the proposed weight inheritance to
a multi-stage progressive procedure, where each subsequent
stage automatically inherits the important weights from the
preceding stages. We observed that when the teacher model
exhibits higher performance and shares a similar architec-
ture with the student, weight inheritance can provide better
results. This is because significant architecture differences
may undermine the learned weights when transmitting from
the teacher to the student. Therefore, we break the inheri-
tance into multiple stages, allowing the student model in
each stage to share a more similar structure with the prede-
cessor teacher and inherit the weights progressively.

Our experiments show that TinyCLIP delivers compet-
itive models at all levels of speedups and model sizes
in ImageNet zero-shot evaluation and various downstream
tasks. As shown in Fig. 1, pre-trained on the same LAION-
400M dataset [50], TinyCLIP-ViT using 63M parame-
ters achieves 61.4% zero-shot top-1 accuracy on ImageNet
[7], being 2.0× smaller and 1.5× faster than the Open-
CLIP [20] model (62.9% accuracy with 126M parameters).
Meanwhile, TinyCLIP-ResNet with 38M parameters ob-
tains 56.4% zero-shot top-1 accuracy, being 2.1× smaller
and 2.0× faster than CLIP ResNet-50 (59.6% accuracy with
76M parameters). Moreover, our method can speed up the
original OpenCLIP training by 1.4× – 7.8× while achiev-
ing similar performance. Also, TinyCLIP demonstrates
good transfer capacities in downstream scenarios. In sum-
mary, the contributions of this work are two-fold:

• We propose a new cross-modal distillation approach to
unleash the capacity of small CLIP models, fully lever-

aging large-scale models as well as pre-training data. To
our best knowledge, this is the first work exploring the
pre-training distillation of language-image models.

• We present state-of-the-art language-image pre-trained
models at small scale, striking the best trade-off between
speed and accuracy. Extensive experiments demonstrate
the superiority and good generalization ability of the
small models in various downstream tasks.

2. Related Work
Language-Image Pre-training has achieved remark-

able progress over the past few years [10, 4]. In partic-
ular, contrastive language-image pre-training demonstrates
very impressive zero-shot transfer and generalization capac-
ities [45, 46, 21, 72, 61, 43, 74]. One of the most repre-
sentative works is CLIP [46]. A large amount of follow-
up works have been proposed to optimize the pre-training
framework [27, 76, 15, 68, 62, 14, 28, 67]. Meanwhile,
a line of works leverage the pre-trained models for down-
stream tasks, such as open-vocabulary detection and seg-
mentation [29, 75, 66, 32], video recognition [56, 23], and
text-to-image generation [47, 41].

Most recently, there are a few works attempting to scale
language-image pre-trained models. BEiT-3 [57] uses a
multiway transformer to scales up multi-modal pre-trained
models to 1.9B parameters. FLIP [30] scales image-text
pre-training via masked modeling, enabling CLIP to en-
joy faster training speed while getting better performance.
On the other hand, there are also few works on scaling
down CLIP models [51]. However, they all focus on spe-
cific tasks, such as generation [5, 51] and video content
understanding [42]. In contrast, our work concentrates on
language-image pre-training, which is the first work on
CLIP compression.

Knowledge Distillation in a teacher-student framework
[19] has been widely used to transfer knowledge from large
models to small ones. Distillation in single modality, such
as vision [54, 64, 37] or language [48, 22], has been exten-
sively studied. However, the exploration of cross-modality
distillation is relatively limited. A few early works explor-
ing cross-modal distillation only focus on specific tasks,
such as VQA and image caption [5, 11, 59], limiting the
methodologies to be applied in general downstream tasks.
In contrast, this work pays attention to general cross-modal
pre-training distillation, in which the distilled models can
be transferred to various downstream scenarios.

It is worth noting that our proposed weight inheritance
strategy shares similar spirits to model pruning techniques
[17, 65, 51]. Both approaches involve the identification of
important weights while removing redundant ones. How-
ever, they have three fundamental differences. 1) Previous
pruning methods predominantly focus on single-modality
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models [17, 65, 3], whereas our approach shifts attention
to multi-modality. Since different modalities exhibit vary-
ing redundancy characteristics, it is necessary to consider
these differences when selecting important weights from
each modality. 2) Unlike previous pruning methods which
have emphasized the importance of the pruned architecture
[12, 34, 58], we argue that the weights inherited from the
original models are also highly beneficial, particularly when
compressing CLIP-like language-image models. 3) Our
method leverages a progressive multi-stage process, which
enables the inherited weights to accelerate the convergence
of small models during training.

3. Method
In this section, we propose TinyCLIP, a simple and effec-

tive method for distilling large-scale language-image pre-
training models, such as CLIP. It consists of three compo-
nents: affinity mimicking (§3.1), weight inheritance (§3.2)
and multi-stage progressive distillation (§3.3).

3.1. Distillation with Affinity Mimicking

A language-image pre-training model often consists of
two branches, an image encoder to extract visual represen-
tations and a text encoder to extract textual representations.
The visual and textual representations are linearly projected
into a cross-modal common space by minimizing a con-
trastive loss L0. The supervision signal can be viewed as
an identity matrix, in which diagonal values are set to 1 for
positive image-text pairs, and all others are set to 0 for neg-
ative pairs. This signal disregards the similarity between
negative pairs, which prevents the model from acquiring a
nuanced understanding of the intricate relationships among
negative pairs. Therefore, we introduce affinity mimicking
to enable student models to learn similarities between neg-
ative pairs from teacher models.

More specifically, as shown in Fig. 2, we consider two
types of affinity distillation losses: image-to-language loss
LI2T and language-to-image loss LT2I . The former learns
the alignment between the teacher and student models based
on the image-to-language affinity AI2T , which represents
the affinity scores of an image with all the text descriptions
in a batch (the yellow row highlighted in Fig. 2). The latter
refers to the alignment of language-to-image affinity AT2I ,
which compares a text description with all the images to ob-
tain a matching score (the blue column in Fig. 2). The com-
bination of these two losses formulates our affinity mimick-
ing distillation, which is represented as:

Ldistill = LI2T + LT2I , (1)

= CE(As
I2T , A

t
I2T ) + CE(As

T2I , A
t
T2I).

Here, CE represents the cross-entropy loss. The super-
scripts s and t denote the student and teacher models, re-
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Figure 2. Affinity mimicking for language-image models. The loss
includes image-to-text loss (yellow) and text-to-image loss (blue).

spectively. The elements in AI2T and AT2I are defined as:

AI2T (i, j) =
exp (Ii · Tj/τ)∑

k∈B exp (Ii · Tk/τ)
, (2)

AT2I(i, j) =
exp (Ii · Tj/τ)∑

k∈B exp (I
k
· T j/τ)

, (3)

where τ is a temperature parameter, Ii is the feature em-
bedding of i-th image in the batch B, Tj is the feature of
j-th text description in B. Affinity mimicking allows stu-
dent models to imitate the behavior of the large model in
learning visual-linguistic alignment. In contrast to previous
methods that rely on either image or text features for distil-
lation, we show that distilling knowledge in this image-text
affinity space is more effective.

3.2. Distillation with Weight Inheritance

The original CLIP models are pre-trained on 400 mil-
lion image-text pairs for 32 epochs, taking thousands of
GPU days. This presents a significant cost challenge for
distillation. To improve the training efficiency, we intro-
duce weight inheritance, a technique that inherits the im-
portant weights from the well-trained large teacher mod-
els to smaller student models. The key challenge of in-
heriting weights is identifying important weights from the
large amount of weights of the teacher. We propose two
approaches to select the important weights: manual weight
inheritance and automatic weight inheritance.

Manual Inheritance. For manual weight inheritance,
we first analyze the redundancy of existing CLIP pre-trained
models. Fig. 4 shows that the text encoder displays more
redundancy in depth (layer-wise), while the image encoder
exhibits more redundancy in width (channel-wise). Based
upon this discovery, we adopt the approach of uniformly
selecting k layers of the text branch and directly taking the
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front k channels of the image branch to select the impor-
tant weights from large teacher models. These weights will
serve as the initialization for small models during distilla-
tion. We surprisingly found that such a simple manual se-
lected weights can largely accelerate CLIP distillation.

Automatic Inheritance. Although manual inheritance
can be considered an effective approach for model com-
pression, it does present the drawback of necessitating prior
knowledge in order to determine which weights to inherit.
This limitation may render the technique impractical for ap-
plication to diverse models. To solve this issue, we present
an automatic weight inheritance scheme. Inspired by struc-
tured pruning in large language models [65], we introduce
learnable masks to identify weight importance. Consider-
ing the difference across modalities, the learnable masks are
imposed on vision and language branches independently,
as visualized in Fig. 3. An overall sparsity constraint is
introduced to guarantee the selected number of important
weights to meet our compression requirements. Without
loss of generality, here we use the transformer architec-
ture as an example to introduce the detailed procedure of
weight inheritance. Specifically, a standard transformer
block contains a multi-head attention (MHA) layer and a
feed-forward network (FFN). To capture the importance of
weights in a fine-grained level, we introduce two mask vari-
ables mhead, mint ∈ {0, 1} to identify the redundant atten-
tion heads in MHA and neurons in FFN respectively, while
keeping the important ones. These two kinds of masks are
imposed on the activation of attention heads and the inter-
mediate layer of FFN, which is formulated as

MHA(X) =

NH∑
h=1

mh
head ·AttnWh

Q,Wh
K ,Wh

V ,Wh
O
(X), (4)

FFN(X) = GeLU(XWU ) · diag(mint) ·WD, (5)

where X is the layer input, Wh
Q,W

h
K ,Wh

V ,W
h
O ∈ Rd×dh

denote the query, key, value and output matrices in MHA
respectively, and WU∈Rd×df and WD∈Rdf×d represent
the parameters of FFN layers. Here, d denotes the hidden
dimension (e.g., 768), and dh = d/NH denotes the output di-
mension of each head (e.g., 64), where NH is the total num-
ber of heads. The trainable masks mhead and mint serve as
importance indicators for MHA and FFN layers. Moreover,
to further learn the importance of embedding dimensions
in transformer, we introduce an additional mask membed ∈
{0, 1}. This mask is shared across all layers because each
dimension in the hidden representation is connected to the
corresponding dimension in the subsequent layer through a
residual connection.

During automatic inheritance, there are two losses used
for optimizing the masks and the model jointly, i.e., a spar-
sity loss and a distillation loss defined in Eq. (1):

L = Ldistill + Lsparsity, (6)

×N ×N

Image encoder Text encoder
Embeddings Embeddings

Attention headsAttention heads

FFN channels FFN channels

Contrastive loss

Model sparsity = ————+

Image features Text features

×N ×N
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Inheriting weight with masks

1    0

Contrastive loss

Figure 3. Weight inheritance of CLIP. Given a large pre-trained
CLIP model, the inherited weights are selected by masks. The
weights whose mask is 0 will be removed. For the manual way,
the masks are set to 1 in the first k-dimension or uniform k-layer,
the rest is set to 0. For the automatic way, the masks are learned
jointly with the model under the sparsity constraint.

Lsparsity = λ · (p− q) + β · (p− q)2, (7)

where λ, β are learnable multipliers that guarantee p =
q[60, 65]. Here, q is the target compression rate, p is the
overall compression rate of learnable masks for the model,
including image encoder and text encoder:

p = 1
Mi+Mt

∑
img,txt(4 · dh ·

∑L
i

∑NH

j

∑d
k m

i,j
head ·mk

embed

+2 ·
∑L

i

∑df

j

∑d
k m

i,j
int ·mk

embed ), (8)

where Mi and Mt represent the full model size of the image
encoder and text encoder, respectively, L is the total number
of transformer layers.

3.3. Progressive Multi-Stage Distillation

When attempting to achieve a high target sparsity, i.e.,
>70%, compressing the model in a single stage can lead to
a significant reduction in accuracy and even result in con-
vergence failure. This is due to the fact that most weights of
the large model are directly discarded, including those that
are important for ensuring model quality and convergence.
As a solution, we propose a multi-stage progressive distil-
lation method to achieve a high compression rate without
seriously sacrificing accuracy. In each stage, we use a mod-
est degree of compression, e.g., 25%, to avoid large loss of
performance and make training stable.

Specifically, each stage includes weight inheritance and
affinity mimicking, as described in Algorithm 1. During the
weight inheritance phase, the weights of the large model are
gradually reduced until the target sparsity and key weights
are retained for the small model. After that, the small
model is distilled with affinity mimicking, which involves
transferring the visual-linguistic affinity knowledge from
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Algorithm 1: TinyCLIP: Cross-Modal Distillation
Input: a pre-trained CLIP model f(x; θ0) with weight θ0, target

compression rate q, total iteration steps N
1 Initialize the number of stages G, each stage steps L, target

compression rate qi of stage i, weight inheritance steps LM ,
input x, learnable mask M = {mhead,mint,membed};1

2 for i in [1, . . . , G] do
3 // Increase mask compression rate, retain important weights
4 for j in [1, . . . , LM ] do
5 Update target compression rate2 q of current step based

on qi and step j;
6 Calculate distillation loss between origin teacher

model f(x; θ0) and masked student model
f(x; θi−1 ⊙Mi);

7 Calculate sparsity loss between learnable mask
compression rate3 p and target compression rate q;

8 Optimize θi−1 and Mi;
9 end

10 θi ← θi−1 ⊙Mi // Inherit weight with masks
11 // Cross-Modal distillation
12 for j in [LM + 1, . . . , L] do
13 Calculate distillation loss between origin teacher

model f(x; θ0) and compressed model f(x; θi);
14 Optimize θi;
15 end
16 end
17 Return compressed model f(x; θG) at compression rate q

1 Each stage compress 25%, qi = 1− i · 25%, G = ⌈(1− q)/0.25⌉,
L = N/G, LM = 3000, M is initialized to 1, qi can be adjusted
according to different models.

2 Target compression rate q increases linearly from 0 to qi with step j.
3 p is calculated by masks M in Eq. (8).

the teacher to the student. This procedure is repeated un-
til the target sparsity level is achieved.

4. Experiments
4.1. Implementation Details

Architecture. The original CLIP employs a transformer-
based model as its text encoder, while its image encoder
has two variations, i.e., ViT [9] and modified ResNet [18],
covering both transformer-based and CNN-based architec-
tures. For weight inheritance, we inherited the weights
from two model variants: OpenCLIP ViT-B/32 or ViT-B/16
[20] and CLIP ResNet-50 [46], which are pre-trained on
LAION-2B [49] and WIT-400M [46], respectively1. For
distillation, we use OpenCLIP ViT-B/32 [20] pre-trained on
LAION-2B [49] as the teacher model, since it achieves a
high zero-shot accuracy of 65.6% on ImageNet [7] with
a high inference throughput. Besides, we also extend our
method to DaViT [8], which is a hybrid architecture. We
re-produce Florence-DaViT-5M [72, 8] on LAION-400M
as a baseline. Then we distill the same model using affin-
ity mimicking and weight inheritance. The teacher model
is Florence-DaViT-D3, which is pre-trained on FLD-900M
[72] and achieves a top-1 accuracy of 78.0% on ImageNet
[7] with 128M parameters.

Affinity Mimicking. As defined in Tab. 2, we explore

1The models can be downloaded from OpenCLIP and OpenAI.

different interaction schemes between teacher and student
models across modalities. The contrastive loss L0 and affin-
ity mimicking L1 (i.e., Ldistill) serve as the basic ones,
which can be combined with other losses. The weight of
each loss is set to 1 when combined. The temperature pa-
rameter τ in Eq. (3) is set to 1

50 by default. The sensitivity
analysis of τ is presented in the supplementary material.

Weight Inheritance. We compress OpenCLIP ViT-B [20]
and CLIP ResNet-50 [46] using the proposed multi-stage
progressive distillation. In each stage, we apply manual
or automatic weight inheritance. In manual inheritance,
we compress the image encoder and the text encoder sep-
arately, by reducing the width of image encoder and the
depth of text encoder. In automatic inheritance, we set the
target sparsity for the whole model. In each stage, the train-
able masks are initialized to 1 and updated in the first 3,000
training iterations, where the optimizer is AdamW [35, 24]
with a constant learning rate of 0.01 and no weight decay.
The learnable multipliers λ, β defined in Eq. (7) are both
initialized to 0.01.

Training Settings. We train our models on two public
datasets, namely LAION-400M [50] and YFCC-15M [53].
On LAION-400M, the models are compressed in 3 stages,
including 100% to 75% parameters for 6 epochs, 75% to
50% parameters for 16 epochs, and 50% to 25% param-
eters for 16 epochs. On YFCC-15M, it contains 2 com-
pression stages, where the training epochs are both 25 from
100% to 50% parameters, and 50% to 10%. We follow the
hyper-parameter of CLIP [46] except that the learning rate
is set to 10−4 when using weight inheritance. The details
are shown in the supplementary material. Unless otherwise
specified, our ablation studies utilize the same settings, ex-
cept for training the models only for 1 epoch with a learning
rate of 5×10−4. All models are trained on 32 Nvidia V100
or A100, and implemented with PyTorch [40], OpenCLIP
[20], gradient cache [36], and Timm library [63].

Evaluation Settings. The models are evaluated on mul-
tiple benchmarks. In zero-shot transfer evaluation and ro-
bustness evaluation, we follow the same prompt engineer-
ing in CLIP [46], where 80 text templates per class are used
for ImageNet [7]. In linear probe, we use Elevater toolkit
[26] for evaluation, where a classification head is trained
for 50 epochs with searched hyper-parameters. Note that
we do not count the number of parameters in the text em-
bedding layer. It is a look-up table whose parameter size
is the same as the models with the same hidden dimension
and vocabulary size. The inference throughput is measured
on Nvidia V100 with CUDA 11 and PyTorch v1.12 [40],
where the batch size is 1,024.

4.2. Comparison with State-of-the-Art Models

We compare our TinyCLIP with state-of-the-art models
in Tab. 1. The zero-shot evaluation on ImageNet-1K [7],
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Method
Image Text Encoder #Params (M) MACs Throughput Training IN-1K Flickr30k MSCOCO

Encoder depth width Image+Text (G) (pairs/s) datasets top1 acc (%) I → T@1 T → I@1 I → T@1 T → I@1

Training data: 15M / 20M
RILS [69] ViT-B/16 12 512 86 + 38 20.5 818 LAION-20M 45.0 45.1 34.9 32.2 25.5
MaskCLIP [77] ViT-B/16 12 512 86 + 38 20.5 818 LAION-20M 46.6 64.9 48.1 38.5 24.8
SLIP [38] ViT-B/16 12 512 86 + 38 20.5 818 YFCC-15M 42.8 57.6 40.1 31.1 20.3
CLIP [46, 38] ViT-B/16 12 512 86 + 38 20.5 818 YFCC-15M 37.6 51.6 32.2 26.5 17.1
TinyCLIP (Ours) ViT-39M/16 6 512 39+19(2.1×) 9.5(2.2×) 1,469(1.8×) YFCC-15M 63.5 84.4 66.7 54.9 38.9
TinyCLIP (Ours) ViT-8M/16 3 256 8+3(11.3×) 2.0(10.3×) 4,150(5.1×) YFCC-15M 41.1 62.3 42.3 36.2 21.5

Training data: 400M
Florence [72] DaViT-5M 6 256 5+5 1.1 2,980 LAION-400M 45.0 61.2 41.5 36.2 20.9
TinyCLIP (Ours) DaViT-5M 6 256 5+5 1.1 2,980 LAION-400M 50.0 66.2 48.5 40.7 24.5
CLIP [46] ResNet-101 12 512 56 + 38 12.8 1,161 WIT-400M 62.2 78.1 59.2 49.3 30.7
CLIP [46] ResNet-50 12 512 38 + 38 9.1 1,549 WIT-400M 59.6 81.2 58.2 50.8 28.3
TinyCLIP (Ours) ResNet-30M 9 512 30+29(1.3×) 6.9(1.3×) 1,811(1.2×) LAION-400M 59.1 81.1 61.2 52.7 33.9
TinyCLIP (Ours) ResNet-19M 6 512 19+19(2.0×) 4.4(2.1×) 3,024(2.0×) LAION-400M 56.4 76.2 58.3 48.9 30.9
OpenCLIP [20] ViT-B/32 12 512 88 + 38 7.4 2,452 LAION-2B 65.7 84.7 66.8 56.9 39.3
CLIP [46] ViT-B/32 12 512 88 + 38 7.4 2,452 WIT-400M 63.2 80.1 59.8 51.2 30.6
OpenCLIP [20] ViT-B/32 12 512 88 + 38 7.4 2,452 LAION-400M 62.9 79.3 62.0 53.3 35.4
TinyCLIP (Ours) ViT-61M/32 9 512 61+29(1.4×) 5.3(1.4×) 3,191(1.3×) LAION-400M 62.1 78.6 63.3 53.9 35.9
TinyCLIP (Ours) ViT-40M/32 6 512 40+19(2.1×) 3.5(2.1×) 4,641(1.9×) LAION-400M 59.7 77.3 58.9 49.8 33.1
TinyCLIP (Ours) ViT-63M/32 auto auto 63+31(1.3×) 5.6(1.3×) 2,905(1.2×) LAION-400M 63.9 83.2 64.4 55.5 37.6
TinyCLIP (Ours) ViT-45M/32 auto auto 45+18(2.0×) 3.7(2.0×) 3,682(1.5×) LAION-400M 61.4 80.9 62.2 52.8 34.7
TinyCLIP (Ours) ViT-22M/32 auto auto 22+10(3.9×) 1.9(3.9×) 5,504(2.2×) LAION-400M 53.7 71.3 52.0 44.4 28.3
TinyCLIP (Ours) ViT-63M/32 auto auto 63+31(1.3×) 5.6(1.3×) 2,909(1.2×) LAION+YFCC-400M 64.5 84.9 66.0 56.9 38.5
TinyCLIP (Ours) ViT-45M/32 auto auto 45+18(2.0×) 3.7(2.0×) 3,685(1.5×) LAION+YFCC-400M 62.7 80.3 63.9 54.0 36.7

Table 1. Comparison with the state-of-the-art methods. The architecture of text encoder is Transformer [55]. “auto” denotes automatic
weight inheritance, and our other models use manual weight inheritance.

Flickr30k [44] and MSCOCO retrieval [33] are reported.
When performing training on YFCC-15M [53], we use

affinity mimicking and manual weight inheritance to distill
OpenCLIP ViT-B/16 [20], whose zero-shot performance on
ImageNet is 70.2%. By inheriting half of parameters, our
TinyCLIP ViT-39M/16 can achieve a zero-shot accuracy of
63.5% on ImageNet, surpassing the original CLIP ViT-B/16
[46] by 25.9%. Furthermore, when compressing the im-
age encoder to 10 layers with 256 dimensions and the text
encoder to 3 layers with 256 dimensions, TinyCLIP ViT-
8M/16 still surpasses CLIP ViT-B/16 [46] by 3.5% while
using 11.3× fewer parameters and running 5.1× faster.

When conducting training on LAION-400M [50], we
distill three different models, i.e., Florence DaViT [72, 8],
CLIP ResNet [46], and OpenCLIP ViT-B/32 [20]. The
results in Tab. 1 demonstrate the efficacy of our method.
More specifically, our TinyCLIP DaViT-5M achieves up to
5.0% improvements over the original model on ImageNet,
and 5.0/4.5% gains in image-to-text retrieval on Flicker and
MSCOCO, respectively. It is worth noting that this is a tiny
language-image pre-trained model using only 10M param-
eters to achieve 50.0% accuracy on ImageNet.

For CLIP ResNet, TinyCLIP-30M is only trained for 4
epochs in the first stage, inheriting 75% parameters from the
original model. The results indicate that there is 0.5% slight
decrease in top-1 accuracy on ImageNet, however, has ∼2%
improvements in retrieval tasks. TinyCLIP ResNet-19M in-
herits the weights from the 30M model, and it is trained for
12 epochs. It reduces the parameters by 50% while getting
2× inference speedup. But it gets 2.7% performance drops
on ImageNet due to the large reduction in parameters.

For OpenCLIP ViT-B/32, we distill it using our affin-

ity mimicking method with manual or automatic weight
inheritance. We design a three-stage progressive distilla-
tion in which each stage compresses the model by 25%.
The three stages are trained for 6, 16, and 16 epochs, re-
spectively. In manual inheritance, TinyCLIP ViT-61M/32
obtains comparable performance compared to OpenCLIP
ViT-B/32 [20], while reducing the parameters by 29%. On
the other hand, automatic inheritance obtains better results
than the manual one. For example, TinyCLIP ViT-63M/32
outperforms the manually inherited ViT-61M/32 model by
more than ∼1% on both classification and retrieval tasks.
When auto-compressed the model by 3.9×, TinyCLIP ViT-
22M/32 obtains the highest inference throughput of 5,504
and reaches 53.7% top-1 accuracy. Since YFCC-15M con-
tains high-quality image-text pairs, if using it to replace
parts of LAION data, our method can obtain additional im-
provements, especially for retrieval tasks.

4.3. Ablation Study

Impact of affinity mmicking. As shown in Tab. 2, we
present four different interaction modes. The affinity mim-
icking L1 (i.e., Ldistill) outperforms the contrastive loss L0

by 2.1% in terms of top-1 accuracy on ImageNet [7]. The
alignment in a visual-linguistic affinity space brings more
similarity information. The accuracy of cross modalities in-
teraction is lower than that of affinity mimicking by 0.2%.
In this mode, the embedding features of student image and
text do not have any interaction, but they are aligned to the
teacher’s embedding space. Single modality interaction has
lower accuracy due to missing a loss to align student’s im-
age and text features in common embedding space.

Impact of weight inheritance. We verify the efficacy of
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Interaction Mode Loss Formula Top-1 Acc
Contrastive loss [46] L0 = CE(< Is, Ts >, I) 53.4 %
Affinity mimicking L1 = CE(< Is, Ts >,< It, Tt >) 55.5 %

Cross modalities L2 = CE(< Is, Tt >,< It, Tt >) 55.3 %L3 = CE(< It, Ts >,< It, Tt >)
L4 = CE(< Is, It >, I)Single modality L5 = CE(< Ts, Tt >, I) 19.2 %

Table 2. The interaction of information across image I and text
T modalities in student and teacher models. The subscripts s and
t denote student and teacher, respectively. I is an identity ma-
trix. CE is cross entropy function. TinyCLIP-ViT-40M/32 is
trained with an interaction mode and manual weight inheritance
on LAION-400M [50] for 1 epoch. The zero-shot accuracy on Im-
ageNet [7] is reported.

a) Image Encoder b) Text Encoder

Figure 4. The cosine similarity of the input and output embedding
of each layer, and the zero-shot accuracy on ImageNet [7] after
removing a layer for OpenCLIP ViT-B-32 [20, 46] pretrained on
LAION-2B [49].

Weight Inheritance IN-1K Flickr30k MSCOCO

top1 acc (%) I→T@1 T→I@1 I→T@1 T→I@1

None 37.8 50.2 33.4 29.7 16.6
Manual 54.0 70.4 52.9 46.5 29.3

Automatic 54.9 73.5 55.9 47.9 30.8

Table 3. Manual inheritance vs. Automatic inheritance. The model
OpenCLIP ViT-B/32 [20] is compressed by 50% with distillation
on LAION-400M [50] for 1 epoch.

the proposed two kinds of weight inheritance in Tab. 3.
Compared to the model without using weight inheritance,
manual inheritance brings 16.2% accuracy improvements
on ImageNet [7]. Automatic weight inheritance can further
improve the accuracy by 0.9%. On image-text retrievals, the
improvements of automatic inheritance is relatively higher,
i.e., 1.4 – 3.1% over the manual method.

The redundancy of language-image models. We analyze
the redundancy of image encoder and text encoder by sim-
ilar strategy [6, 2, 25] and zero-shot accuracy by removing
a layer. As shown in Fig. 4, we observe a high correlation
between cosine similarity and accuracy. Comparing with
image encoder, text encoder has higher cosine similarity. It
shows the redundancy of the text encoder is higher than that
of the image encoder. Consequently, compressing the text
encoder along the depth dimension can be achieved without
significant performance degradation.

We further explore the redundancy by the proposed au-
tomatic weight inheritance. As shown in Fig. 5, for width

a) Image Encoder

b) Text Encoder

Embedding Channels

Embedding Channels

MHAs                                                                FFNs

L
ay

er
s

Heads                                                          FFN Channels

MHAs                                                                FFNs

Heads                                                          FFN Channels

L
ay

er
s

Figure 5. Visualization of learnable masks at 50% sparsity on hid-
den dimension, attention heads and MLP intermediate dimension.
The blocks in red color are removed. The original model is Open-
CLIP ViT-B/32 [20].

Pretrained Teacher Inherited Student
Teacher Model Acc.(%) Ratio Acc.(%)
w/o weight inheritance - 0 36.2
CLIP ViT-B/32 [46] 63.2 59 / 126 52.4(+16.2)
OpenCLIP ViT-B/32 [20] 62.9 59 / 126 53.5(+17.3)
OpenCLIP ViT-B/16 [20] 67.1 59 / 124 52.8(+16.6)
OpenCLIP ViT-L/14 [20] 75.3 59 / 390 45.1(+8.9)
OpenCLIP ViT-H/14 [20] 78.0 59 / 935 41.1(+4.9)

Table 4. Ablation study on inherited teacher model. The student
model TinyCLIP ViT-40M/32 with 59M parameters is inherited
from a teacher model, then trained without distillation on LAION-
400M [50] for 1 epoch. The top-1 zero-shot accuracy on ImageNet
[7] is reported.

analysis, it is observed that the embedding channels of the
text encoder experience only a marginal reduction (e.g., 512
→ 511), whereas the embedding channels of the image en-
coder are reduced to a greater extent (e.g., 768 → 526). Re-
garding depth analysis, it was observed that a significant
proportion of MHA layers and FFN channels could be re-
moved from the text encoder, indicating redundancy within
it. This finding suggests that the image encoder can be com-
pressed along the width dimension, while the text encoder
can be compressed along the depth dimension.

Impact of teacher models. We investigate which model
is better for weight inheritance. As analyzed in Tab. 4,
a strong teacher does not necessarily guarantee better re-
sults for weight inheritance. Instead, teacher models with
similar architectures and higher performance offer a bet-
ter choice. For instance, although ViT-H/14 ranks as
the highest-performing teacher model, it lags behind other
models in terms of weight inheritance.

Impact of multi-stage progressive distillation. Multi-
stage progressive distillation shrinks the gap between the
compressed model and the inherited model in each stage.
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Zero-shot performance
DeCLIP [31] ViT-B/32 76.3 90.0 67.9 63.5 50.6 8.9 80.5 45.3 84.4 89.3 83.2 12.8 16.3 97.5 40.0 48.4 10.3 35.3 11.5 54.7 52.9 50.1 66.1
FILIP [70] ViT-B/32 82.8 86.9 65.5 69.1 55.5 57.2 - 49.3 88.1 91.9 85.3 - - - - 49.9 - - - - - - 68.8
CLIP [46] ViT-B/32 84.4 91.3 65.1 63.2 59.4 21.2 83.1 44.5 87.0 87.9 66.7 51.9 47.3 97.2 49.4 60.3 32.2 39.4 17.8 58.4 57.6 59.6 63.2

OpenCLIP [20] ViT-B/32 80.9 90.7 70.6 66.8 79.3 16.6 82.2 54.4 86.5 90.1 66.0 37.4 42.3 95.6 51.6 57.6 42.0 31.6 14.8 50.1 52.9 52.3 62.9
TinyCLIP (Ours) ViT-45M/32 78.3 92.2 71.8 66.0 79.9 23.0 83.2 53.8 85.3 88.7 60.7 62.5 45.2 96.2 52.2 61.8 41.1 16.9 16.5 51.5 53.5 52.6 61.2

Linear probe performance
CLIP [46] ViT-B/32 88.8 95.1 80.5 76.6 81.8 52.0 87.7 76.5 90.0 93.0 96.9 99.0 69.2 98.3 97.0 90.5 85.3 66.2 27.8 83.9 66.7 70.8 76.1

TinyCLIP (Ours) ViT-45M/32 84.0 97.4 86.0 68.9 85.4 39.0 85.4 71.2 89.9 93.4 82.1 99.5 66.9 97.6 97.5 88.1 98.5 79.7 16.1 90.4 58.4 62.5 73.2

Table 5. Zero-shot and linear-probe classification top-1 accuracy on 23 datasets.

Number Model Size Epoch ImageNet MSCOCO

of Stages top1 acc (%) I→T R@1 T→I R@1

1 100% → 25% 2 47.0 39.4 23.1

2 100% → 50% 1 54.0 46.5 29.3
50% → 25% 1 49.0 40.2 25.3

Table 6. Ablation study on multi-stage progressive distillation.
The model OpenCLIP ViT-B/32 [20] is compressed to 25% model
size on LAION-400M [50] for 2 epochs.
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1.4×

7.8× speedup

OpenCLIP ViT-B/32 (88+38M)
TinyCLIP ViT/32 (63+31M, Stage 1)
TinyCLIP ViT/32 (45+18M, Stage 2)

Figure 6. Training efficiency. OpenCLIP ViT-B/32 [20] is trained
from scratch on LAION-400M [50] for 32 epochs. TinyCLIP
ViT/32 is trained for 6+16 epochs using the proposed 2-stage pro-
gressive distillation, where the teacher is OpenCLIP ViT-B/32.

We compare it with single-stage in Tab. 6. Using the same
training epochs, the model trained with 2-stage surpasses
that with 1-stage by 2.0% in terms of zero-shot accuracy
on ImageNet. It demonstrates that multi-stage progressive
compression is superior when transferring the knowledge of
the pre-trained model to the compressed small model.

Training cost. We also study the distillation efficiency.
As shown in Fig. 6, the original OpenCLIP ViT-B/32 [20]
takes around 287 GPU days when trained on LAION-400M
for 32 epochs. Our models with 75% and 50% parame-
ters reach the similar accuracy as OpenCLIP counterparts,
getting a speed up of 7.8× and 1.4×, respectively. The un-
derlying reason is that our training benefits more from the
affinity mimicking supervision and the good initialization
using weight inheritance. This also proves that weight in-
heritance is capable of accelerating cross-modal distillation.

4.4. Transfer Learning Results

Classification on 23 datasets. We also evaluate the per-
formance of zero-shot and linear-probe classification on 23

Model IN-V2 IN-A IN-R ObjectNet IN-Sketch

CLIP ViT-B/32 [46] 56.0 31.6 69.4 29.9 42.3
OpenCLIP ViT-B/32 [20] 55.1 21.7 73.4 28.9 49.4

TinyCLIP ViT-63M/32(Ours) 55.7 22.8 74.1 31.2 50.8
TinyCLIP ViT-45M/32(Ours) 52.6 19.8 71.5 29.1 48.8

Table 7. Zero-shot robustness evaluation. CLIP [46] is trained on
WIT-400M, OpenCLIP [20] and TinyCLIP is trained on LAION-
400M [50]. Top-1 accuracy is reported.

datasets by the toolkit Elevater [26]. As shown in Tab. 5,
our model wins on 7 datasets in zero-shot benchmark, and
9 datasets on linear-probe benchmark. The performance of
our model is close to OpenCLIP ViT-B/32 [20], where the
two models are both trained on Laion-400M [50].

Zero-shot robustness evaluation. We verify the robust-
ness of our models on 5 datasets, which are out of Ima-
geNet distribution. As shown in Tab. 7, our TinyCLIP ViT-
63M/32 outperforms OpenCLIP ViT-B/32 [20], and wins
3 datasets when compared with CLIP ViT-B/32 [46]. Our
TinyCLIP ViT-45M/32 uses 50% fewer parameters yet still
wins on IN-R and IN-Sketch, compared to CLIP ViT-B/32.
This demonstrates the robustness of the distilled TinyCLIP
models and the efficacy of our proposed distillation method.

5. Conclusions
In this paper, we propose TinyCLIP, a method for dis-

tilling large-scale vision-language pre-trained models. It
mainly introduced two core techniques named affinity mim-
icking and weight inheritance. Extensive experiments and
ablation studies have demonstrated the effectiveness of
TinyCLIP, showing that it can largely reduce model size
while maintaining competitive performance. In the future,
we will explore ways to further improve cross-modal distil-
lation efficiency on extremely small models.
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