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Figure 1: Curated generation samples of 10242 human faces 5122 cats from GRAM-HD. Our method can generate high-
resolution, high-quality and strict 3D-consistent images with explicitly controllable poses. Note the realistic geometry details
such as the whisker of cats. (Best viewed with zoom-in; see also the project page for more results with videos.)

Abstract
Recent works have shown that 3D-aware GANs trained

on unstructured single image collections can generate mul-
tiview images of novel instances. The key underpinnings
to achieve this are a 3D radiance field generator and a
volume rendering process. However, existing methods ei-
ther cannot generate high-resolution images (e.g., up to
256×256) due to the high computation cost of neural vol-
ume rendering, or rely on 2D CNNs for image-space upsam-
pling which jeopardizes the 3D consistency across different
views. This paper proposes a novel 3D-aware GAN that
can generate high resolution images (up to 1024×1024)
while keeping strict 3D consistency as in volume render-
ing. Our motivation is to achieve super-resolution directly
in the 3D space to preserve 3D consistency. We avoid the
otherwise prohibitively-expensive computation cost by ap-
plying 2D convolutions on a set of 2D radiance manifolds
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defined in the recent generative radiance manifold (GRAM)
approach, and apply dedicated loss functions for effective
GAN training at high resolution. Experiments on FFHQ
and AFHQv2 datasets show that our method can produce
high-quality 3D-consistent results that significantly outper-
form existing methods. It makes a significant step towards
closing the gap between traditional 2D image generation
and 3D-consistent free-view generation. 1

1. Introduction

While generative modeling of 2D images have achieved
tremendous success [5, 22–24] with generative adversarial
networks (GANs) [17], 3D-aware GANs that aims to gen-
erate photorealistic multiview images begun to emerge in
recent years [8, 12, 41, 47, 54, 67]. Despite both being
trained on unstructured 2D image collections, the latter is
capable of synthesizing the images of an object at different
3D viewpoints. The key to achieve this is to generate an un-
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derlying 3D representation, for which neural radiance field
(NeRF) [37] has been the cornerstone for recent methods.
With volumetric rendering, NeRF can produce realistic im-
ages while enforcing strong 3D consistency across views.

However, the high computational cost of neural volu-
metric rendering greatly limits the affordable image res-
olution for GAN training. It also introduces hurdles in
fine detail generation due to insufficient point sampling. A
workaround is only judging whether a patch of the gener-
ated image is real to not during training [47, 54] rather than
a whole image. But using a patch discriminator may lack
global perception of the images and lead to inferior image
generation quality. The recent generative radiance manifold
(GRAM) method [12] significantly improved the generation
quality by sampling points on a set of learned surface mani-
folds. Still, it can only be trained on images up to 256×256
resolution on modern GPUs, which is in sheer contrast to
state-of-the-art 2D GANs that can easily model 1024×1024
images with moderate computing cost.

Along a different axis, many methods resort to 2D con-
volutions to tackle the dilemma [7, 18, 41, 44, 64]. A
straightforward idea shared by these methods is to render
low-resolution images or feature maps and apply 2D CNNs
to increase the resolution. With this strategy, they have
demonstrated higher-resolution generation (e.g., 512×512
for [7, 64] and 1024×1024 for [18, 44]). Unfortunately,
image-space upsampling with 2D CNNs inevitably incurs
3D inconsistency among the generated multiview images.
As such, these methods can be used in user-interactive im-
age generation and manipulation but are not suitable for
video synthesis and animation.

We propose GRAM-HD, a GAN method that can synthe-
size strongly 3D-consistent images at high resolution. Our
motivation is to do upsampling or super-resolution in the
3D space and keep the volume rendering paradigm to retain
strict 3D consistency. But how to achieve this efficiently
is not straightforward (e.g., upsampling a discretized low-
resolution volume using 3D convolutions quickly becomes
untractable for high-resolution output). In this paper, we
leverage the GRAM [12] method, which defines a set of sur-
face manifolds, to handle high resolution generation. Our
key insight is that the surface manifolds can be upsampled
using 2D CNNs for efficient super-resolution. We flatten
and sample each learned surface to regular 2D image grids
and apply a shared 2D CNN for upsampling and feature-to-
radiance translation. This way, our method not only ensures
multiview consistency by generating a high-resolution 3D
representation for rendering, but also enjoys the computa-
tional efficiency of 2D CNNs. In essence, we tackle a 3D
super-resolution task with object-space 2D CNN.

We evaluate our method on the FFHQ [23] and
AFHQv2-CATS [11] datasets. We show that GRAM-
HD can generate photorealistic images that are both of

high resolution (up to 1024×1024) and strongly multiview-
consistent, which cannot be achieved by any previous
method. It also outperforms GRAM in terms of both gen-
eration quality and speed at the same image resolution by
upsampling low-resolution manifolds.

The contributions of this work are summarized below:

• We present a novel 3D-aware image generation ap-
proach that can generate high-resolution images (up
to 1024×1024) with strong multiview-consistency and
highly-realistic geometry details.

• We introduce a method for 3D space super-resolution
using efficient 2D CNN under the radiance manifold
representation.

• We significantly reduced the computation cost of the
radiance manifold based 3D-aware generation method
while obtaining higher quality images (e.g., 76%↓
memory cost, 58%↓ inference time, 21%↓ FID on
FFHQ-2562; 95%↓ inference time for 10242)

2. Related Work
Neural scene representations Neural scene representa-
tions [14, 15, 36, 37, 42, 43, 46, 50–53, 56, 57] have seen
tremendous progress in the past several years and shown
promising results for modeling complex 3D scenes. Among
these methods, NeRF [37] and its variants [1, 2, 34] ex-
cel at learning detailed scene structures from a collection of
posed images and synthesizing 3D-consistent novel views.
Nevertheless, the high computational complexity of NeRF
restricts its power when applied to reconstruction of nu-
merous instances [21, 32] or generative modeling of object
categories [8, 47]. Several methods have been proposed
to reduce the computation cost of NeRF, including utiliz-
ing sparse data structures [19, 31, 62], introducing multi-
resolution feature encoding [33, 38], or reducing sampling
points during rendering [30, 51]. However, it remains un-
clear how these approaches can be applied to a generative
modeling paradigm. Very recently, GRAM [12] proposes to
regulate radiance field learning on 2D manifolds and promi-
nently improves the image generation quality at a resolution
of 256× 256. This paper inherits the manifolds representa-
tion of GRAM, and extends it to 3D-consistent image gen-
eration of high resolution.

Generative 3D-aware image synthesis 3D-aware gener-
ative models [8, 28, 39, 41, 47, 49] aim to learn multiview
image synthesis of an object category given uncontrolled
2D images collections. They achieve this by incorporat-
ing 3D representation learning into GAN training. Earlier
works [39, 40, 55] utilize mesh or voxel to represent the un-
derlying 3D scenes. Recently, plenty of works [8, 45, 47,
60] leverage NeRF’s volumetric representation to achieve
image generation with higher 3D-consistency. However,
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NeRF’s high computational cost prevents them from gen-
erating high-resolution images with fine details. Most of
the follow-up works [7, 18, 41, 44, 61, 64, 68] handle this
problem by first rendering low-resolution images or fea-
ture maps and then applying 2D CNNs for super-resolution.
They suffer from a common 3D inconsistency issue when
varying camera viewpoints, due to the black-box render-
ing of CNNs. Some methods [7, 18] alleviate this prob-
lem by enforcing constrains between the generated high-
resolution images and their low-resolution counterparts, but
still cannot guarantee the consistency of high-frequency de-
tails. Different from the above methods, [12] learns radi-
ance manifolds and applies manifold rendering [12, 69] to
achieve high-quality and multiview-consistent image syn-
thesis, but it has difficulties to generate images with a reso-
lution beyond 256× 256. In this paper, we propose a novel
approach to learn high-resolution radiance manifolds, and
achieve strongly multiview-consistent image generation at
high resolution.
Image super-resolution Image super-resolution is a
longstanding task in computer vision and has seen enor-
mous developments [9, 10, 13, 16, 26, 29, 58, 59, 63, 65].
We leverage the techniques from this field, but for super-
resolution of radiance manifolds in 3D space instead of 2D
images.

3. Approach
Given a collection of 2D images, our method aims to

learn, through adversarial learning, a 3D-aware image gen-
erator G which takes a latent code z ∈ Rdz ∼ pz and an
explicit camera pose θ ∈ R3 ∼ pθ as inputs, and outputs a
synthesized image I of an virtual instance determined by z
under pose θ:

G : (z,θ) ∈ Rdz+3 → I ∈ RH×W×3. (1)

Figure 2 depicts the overall framework of our method.
We first use a radiance manifold generator to generate
the radiance and feature manifolds representing a low-
resolution scene. Then we flatten and discretize the man-
ifolds and upsample them using a shared CNN to get an
high-resolution representation. After training, GRAM-HD
can render high-definition and 3D-consistent images.

3.1. Radiance Manifolds

The concept of radiance manifolds is introduced in
GRAM [12] and we briefly review it here. The original neu-
ral radiance filed [37] models the radiance of a continuous
3D scene with a neural network, and volumetric rendering
is done by sampling points along each viewing ray and inte-
grating the radiance. However, the high memory and com-
putation cost greatly restricts the number of point samples
for GAN training. The GRAM method regulates point sam-
pling and radiance field learning on a set of learned surface

manifolds which can significantly improve image genera-
tion quality.

The manifolds are embodied as a set of iso-surfaces in a
3D scalar field. This scalar field is shared for all generated
instances and represented by a light-weight MLP called the
manifold predictor M:

M : x ∈ R3 → s ∈ R. (2)

With M, the iso-surfaces {Si} can be extracted with N pre-
defined levels {li}:

Si = {x|M(x) = li}. (3)

For rendering, point samples are calculated as the intersec-
tions between each viewing ray r and the extracted surfaces:

{xi} = {x|x ∈ r ∩ {Sj}}. (4)

Radiance of these point samples are then generated by the
radiance generator Φ, which is an MLP modulated by la-
tent code z:

Φ : (z,x,d) ∈ Rdz+6 → (c, α) ∈ R4, (5)

where d is a view direction, c is the color, and α is the occu-
pancy. The final color value for each ray can be computed
with the rendering equation [43, 69]:

C(r) =

N∑
i=1

∏
j<i

(1− α(xj))α(xi)c(xi). (6)

Note the latent code z and view direction d are omitted here
for brevity.

Our radiance manifolds are adapted from GRAM with a
few twists. First, we only use these MLP-generated radi-
ance manifolds to represent a coarse, low-resolution scene
trained to render 64×64 images. Second, since the interme-
diate feature also bears useful information, we concatenate
them with the final output color and occupancy as the input
to the subsequent manifold super-resolution.

3.2. Manifold Super-Resolution

Our key insight for manifold super-resolution is that ef-
ficient 2D CNNs can be applied. To this end, we first map
the manifolds to regular image grids.

Manifold gridding The manifold gridding operation Π
flattens the learned surfaces {Si} and samples them to get a
set of low-resolution radiance and feature maps:

Π : {Si} → {Ri}
.
= Rlr ∈ RN,Hlr,Wlr,4, (7)

where Hlr and Wlr are the spatial resolution for which we
use 64×64. Such a gridding operation can be implemented
in various ways. GRAM has shown that the learned sur-
faces are nearly planner. So in this work we simply use
orthogonal projection to flatten the surfaces.
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Figure 2: The overall framework of our GRAM-HD method. The generator consists of two components: the radiance
manifold generator and the manifold super-resolution module. The former generates radiance and feature manifolds that
represent an LR 3D scene. Through manifold gridding, the manifolds are sampled to discrete 2D feature maps. The super-
resolution module then processes these feature maps and output HR radiance maps. Finally, an HR image can rendered
by computing ray-manifold intersections and integrating their radiance sampled from the HR radiance maps. Note that not
like previous works utilizing 2D image super-resolution for HR image generation, we directly do 3D representation super-
resolution and keep the volume rendering paradigm, thus keep the strong 3D consistency of the output images.

Specifically, we sample the surfaces by shooting Hlr ×
Wlr rays that are parallel to Z-axis. For the first N−1 sur-
faces, the sampling area encompasses the foreground ob-
jects in 3D. For the last surface which is the background
plane in GRAM, we use a larger area as it spans a much
wider region for covering the background under extreme
views. We also apply an additional nonlinear mapping to
sample denser points around the center region (see suppl.
material for details). After concatenating the sampled color,
occupancy, and intermediate features from Φ, the mani-
fold gridding produces a 4D tensor R+

lr ∈ RN,Hlr,Wlr,4+df

where df is the channel number of features.

Super-resolution CNN To upsample the LR radiance
maps, we condition the super-resolution CNN U with la-
tent code z such that the added details are also controlled
by z to the extent possible:

U :
(z ∈ Rdz ,R+

lr ∈ RN,Hlr,Wlr,4+df )

→ Rhr ∈ RN,Hhr,Whr,4,
(8)

where Hhr and Whr are the HR resolution. Considering that
the distribution of background radiance significantly differ
from the foreground, we employ two CNNs, one for the first
N−1 foreground maps and another much smaller one (with
half channels of the former) for the last background map.
Adding this dedicated background network leads to higher
image quality as we will show in the experiment. See also
the suppl. material for more details.

Our CNN architecture is adapted from previous image
super-resolution networks [48, 59, 66]. Specifically, we first
apply Residual-in-Residual Dense Block (RRDB) [59] to
process the LR radiance and feature maps, and then use
sub-pixel convolutions [48, 66] for upsampling. RRDB is
a CNN equipped with massive residual and dense connec-

tions which can effectively process the features, while sub-
pixel convolution is a learnable upsampling method proven
to work well for super-resolution. We empirically found
that their combination leads to better performance.

We inject style information encoded by z using the
weight modulation method of [24]. An MLP is employed
to map z to si, and apply weight modulation to all convo-
lutional layers after RRDB. More details of our CNN archi-
tecture can be found in the suppl. material.

Image rendering To render the final image after obtain-
ing the HR radiance maps, we first calculate the intersec-
tions between the view rays and surface manifolds as in
[12]. Then we use the same mapping function as in man-
ifold gridding to get their projected 2D positions on the ra-
diance maps and obtain radiance via bilinear interpolation.
Pixel colors can then be calculated per Eq. 6.

3.3. Network Training

To train our model, we randomly sample latent code z,
camera pose θ and real image I from prior distributions pz ,
pθ, and preal. We first use the following two loss functions
as in GRAM [12].

Adversarial loss For adversarial learning [17], a discrim-
inator D is used to distinguish the generated images from
the real ones and compete with the generator G. We use
the non-saturating GAN loss with R1 regularization [35] for
training:

Ladv = Ez∼pz,θ∼pθ
[f(D(G(z,θ)))]

+ EI∼preal
[f(−D(I)) + λ∥∇D(I)∥2],

(9)

where f(x) = log(1 + expx) is the softplus function.
Two discriminators are applied for the low and high reso-
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Figure 3: Left: Rendered images and radiance maps on the surface manifolds. Three sampled manifolds are shown here.
The corresponding LR results before super-resolution are presented at bottom right. Right: Extracted proxy 3D shapes at
HR (top row) and LR (bottom row). The rendered images are shown at bottom right for reference.

lution, respectively. The network architectures are similar
to GRAM discriminator [12].
Pose loss Following GRAM [12], we add a loss to regu-
larize the generate poses and ensure correct 3D geometry.
Specifically, the discriminators also estimate a camera pose
for each image, and L2 loss is calculated between given
camera pose and the estimated one:

Lpose = Ez∼pz,θ∼pθ
∥Dp(G(z,θ))− θ∥2

+ EI∼preal
∥Dp(I)− θ̂∥2.

(10)

We also introduce two new losses below, which are de-
signed for our high resolution generation task.
Patch adversarial loss We apply an extra patch discrimi-
nator [70] to the generated final images, which can help re-
move the checkerboard artifacts arisen due to upsampling.
The patch adversarial loss can be written as:

Lpatch = Ez∼pz,θ∼pθ
[f(Dpatch(G(z,θ)))]

+ EI∼preal
[f(−Dpatch(I))]

(11)

Cross-resolution consistency loss Finally, we enforce
the consistency between the generated LR and HR contents.
We apply an L2 difference to penalty the difference in both
the rendered images and radiance maps:

Lcons = Ez∼pz,θ∼pθ
[∥Γ(Ghr(z,θ))−Glr(z,θ)∥2

+ ∥Γ(Rhr)−Rlr∥2],
(12)

where Γ denotes the bicubic downsampling operator. This
loss enforces the super-resolution module to focus on fine
detail generation without introducing dramatic change.

We employ a two-stage training strategy in our imple-
mentation. At the first stage, we train Glr and Dlr (i.e., the
GRAM model) for low-resolution image generation using
Ladv and Lpose. Then we froze Glr and train high resolu-
tion generation using all the four loss functions.

4. Experiments

Implementation details We train our method on two
datasets: FFHQ [23] and AFHQv2-CATS [11] , which con-
tain 70K human face images of 10242 resolution and 5.5K
cat face images of 5122 resolution, respectively. Camera
poses are estimated using off-the-shelf landmark detectors
[6, 27]. 24 surface manifolds are used in GRAM-HD for
both human face and cats as in GRAM [12]. All our mod-
els are trained on 8 NVIDIA Tesla V100 GPUs with 16GB
memory. More training details such as learning rate and
batchsize are presented in the suppl. mateiral.

4.1. Visual Results

Generated images Figure 1 shows some images samples
generated by our method. GRAM-HD can generate high-
quality images at high resolution with rich details. More-
over, it allows explicit manipulation of camera pose while
maintains strong 3D consistency across different views. For
some thin structures like human hair, glasses, and whiskers
of cats, our method produces realistic fine details and cor-
rect parallax effect viewed from different angles.

Radiance maps and 3D geometry Figure 3 (left) shows
the rendered images and radiance maps on manifold sur-
faces before and after super-resolution. Visually inspected,
the HR images and radiance maps are consistent with the
LR counterparts in general but contain much more details
and thin structures, especially for those high-frequency area
like hair and fur. Figure 3 (right) presents the 3D proxy
shapes extracted for some generated instances. Here we use
a multi-view depth fusion method to extract the shapes since
at high resolution the grid sampling and mesh extraction
strategy used in [12] is not applicable; details can be found
in the suppl. material. As we can see, the shapes extracted
at high resolution contain much more shape details.
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Figure 4: Qualitative comparison with recent 3D-aware GANs. The cat images of StyleNeRF are taken from their paper
which is produced by a model trained on all images in AFHQv2; our training of StyleNeRF on cat images failed. (Best
viewed with zoom-in)
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Figure 5: Comparison of 3D consistency using spatiotemporal line textures akin to the Epipolar Line Images (EPI) [4]. We
rotate the camera horizontally and stack the texture of a fixed horizontal line segment. Our method leads to a natural and
smooth texture pattern, whereas others yield distorted and/or noisy patterns, indicating different degrees of 3D inconsistency.
Detailed explanations can be found in the text. (See the accompanying video for results under continuous view change.)

4.2. Comparison with Previous Methods

We compare our GRAM-HD with several recent 3D-
aware GANs that can generate high resolution images, in-
cluding StyleNeRF [18], StyleSDF [44], EG3D [7] and Epi-
GRAF [54]. For StyleNeRF and StyleSDF, we use their
publicly-released models trained on FFHQ for comparison,
and train them with the released code on AFHQv2-CATS.
However, our training of StyleNeRF on AFHQv2-CATS

failed even though multiple trials were made, so no com-
parison is made for this setting. For EG3D, we use their
released models. For EpiGRAF, we train with official im-
plementation using identical datasets for comparison.

Qualitative comparison Figure 4 shows some gen-
erated images of different methods: StyleNeRF [18],
StyleSDF [44], EG3D [7], EpiGRAF [54], GRAM [12],
and our GRAM-HD. Visually inspected, the images from
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Table 1: Quantitative comparison of image quality using
FID and KID (×1000) between 20K generated and real im-
ages.

FFHQ1024 FFHQ512 CATS512 FFHQ256
Method FID KID FID KID FID KID FID KID

StyleNeRF [18] 9.45 2.65 – – – – 9.24 3.19
StyleSDF [44] 9.44 2.83 – – 7.91 3.90 – –

EG3D [7] – – 8.72 3.61 6.28 1.67 – –

EpiGRAF [54] – – 14.7 6.93 9.40 4.11 16.1 7.73
Ours 12.0 5.23 12.2 5.41 7.67 3.41 11.8 4.72

Table 2: Quantitative comparison of 3D consistency
measured by the multiview reconstruction quality of the
NeuS [57] method.

FFHQ1024 FFHQ512 CATS512 FFHQ256
Method PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

StyleNeRF [18] 30.0 0.80 – – – – 31.9 0.92
StyleSDF [44] 31.1 0.84 – – 26.6 0.75 – –

EG3D [7] – – 33.7 0.88 28.4 0.78 – –
Ours 33.8 0.87 34.0 0.90 28.8 0.81 36.5 0.96

Table 3: Quantitative comparison of image quality between
GRAM and our GRAM-HD. Due to its high memory cost,
GRAM can only train on up to 2562 resolution.

FFHQ256 CATS256
Method FID KID FID KID

GRAM [12] 15.0 6.55 12.9 7.37
Ours 11.8 4.72 7.05 2.53

GRAM-HD have similar quality to other method that adopts
2D CNN for image-space upsampling and superior to Epi-
GRAF which is though a pure 3D representation, but lack
details due to volume rendering.

However, the results of other methods except for Epi-
GRAF exhibit different levels of 3D inconsistency under
view change, as can be observed in our accompanying
video. To better visualize 3D consistency here, we present
the spatiotemporal textures of different methods in Fig-
ure 5. Specifically, we smoothly rotate the camera hori-
zontally and stack the texture of a fixed horizontal line seg-
ment, forming some spatiotemporal texture images similar
to the Epipolar Line Images (EPI) [4]. For 3D-consistent
generation, the resultant spatiotemporal texture should ap-
pear smooth and natural. Figure 5 shows that the resul-
tant texture image of StyleNeRF contain both distorted and
noisy regions, indicating both low-frequency inconsistency
and high-frequency texture flicking. The line texture from
StyleSDF barely changes across views, indicating the tex-
ture sticking artifact [22]. EG3D’s spatiotemporal texture
also contains some non-smooth, high-frequency patterns
which are caused by texture flicking. In contrast, the texture

Table 4: Comparison of running time (left) and memory
cost (right) on a NVIDIA V100 GPU. Whole computational
graph retained. “Strict 3D” means methods that do not use
2D upsampling thus have strong mutliview consistency.

Methods 2562 5122 10242

St
ri

ct
3D piGAN 0.29s 1.15s 4.59s

GRAM 0.43s 1.54s 6.69s
Ours 0.18s 0.22s 0.36s

N
ot

st
ri

ct
3D StyleNeRF 0.06s 0.08s 0.16s

StyleSDF 0.11s 0.11s 0.13s
EG3D – 0.10s –

2562 5122 10242

21.1G OOM OOM
22.2G OOM OOM
5.4G 6.3G 9.0G

0.48G 0.85G 3.0G
0.40G 0.53G 0.80G

– 2.96G –

Table 5: Ablation study on FFHQ256.

Method FID

StyleGAN2 architecture 18.2
Base architecture 14.4
+ Sub-pixel convolutions 14.1
+ Style modulation 14.0
+ LR generator feature 13.3
+ Background-net 12.0
+ Lpatch (Ours) 11.8
- Lcons 16.9

from GRAM-HD appears natural with no noticeable noise
or distortion, demonstrating its strong 3D consistency.

Quantitative comparison Table 1 shows the FID [20]
and KID [3] metrics of different methods. Our scores are
slightly higher than those 3D-inconsistent methods, which
indicate again the comparable image generation quality. We
further compare GRAM-HD to 3D-consistent methods Epi-
GRAF and GRAM in Table 1 and Table 3, respectively.
GRAM-HD consistently outperforms on all experiment set-
tings and can be applied to higher resolution. To evalu-
ate computation efficiency, we record the running time and
memory cost for each method in Table 4, where GRAM-HD
is at most 3 times slower than 3D-inconsistent methods but
significantly faster than 3D-consistent methods, especially
at high resolution. This demonstrates that GRAM-HD not
only has superior computation efficiency but also generates
higher-quality images.

To quantitatively evaluate 3D consistency, for each
method we generate 30 images under different views, and
train the multiview reconstruction method NeuS [57] on
them. We report the PSNR and SSIM scores of the im-
ages reconstructed by NeuS. In theory, the more consistent
the input mutlview images are, the higher the reconstruction
quality will be. Table 2 presents the scores averaged on 50
randomly generated instances. As expected, our GRAM-
HD leads to consistently better reconstruction than StyleN-
eRF, StyleSDF and EG3D, demonstrating its superior mul-
tiview consistency compared to the competing methods.
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w/ ℒpatch w/o ℒpatch w/ ℒcons w/o ℒconsLR image

Figure 6: Left: Sample results w/ and w/o the patch adversarial loss Lpatch on 10242 resolution. Lpatch can effectively
eliminate checkerboard artifacts. Right: Sample results w/ and w/o cross-resolution consistency loss Lcons. Some unwanted
floaters appear in front of the faces without Lcons.

Target image Recovered image Novel view synthesis Target image Recovered image Novel view synthesis

Figure 7: High-resolution (10242) image embedding and editing results (Best viewed with zoom-in)

4.3. Ablation Study

We further conduct ablation studies to validate the effi-
cacy of our super-resolution CNN architecture design and
the loss functions for high-resolution training. Unless oth-
erwise specified, the experiments are conducted on FFHQ
with 2562 resolution for efficiency.

Network architecture The first 5 rows of Table 5 shows
the FID scores with different architectures we tested for
the super-resolution CNN. Here the base architecture is the
original network of ESRGAN [59], which we found to per-
form better than a decoder structure of StyleGAN2 [24]. We
then add different components, including subpixel convolu-
tions for upsampling, style modulation, intermediate feature
from LR radiance generator, and a separate CNN for back-
ground radiance, which all lead to lower FID scores.

Loss functions We verify the efficacy of the two new loss
functions Lpatch and Lcons with both numerical metrics and
visual quality. The results are presented in Table 5 (last
two rows) and Figure 6, respectively. We find that adding
the patch discriminator and applying Lpatch lead to lower
FID score at low resolution (2562 in Table 5), and can ef-
fectively eliminate the checkerboard artifact at high reso-
lution (10242 in Figure 6). Without the cross-resolution
consistency loss Lcons, the FID score increases significantly
and the super-resolution CNN generates some floaters in the
front as shown in Figure 6, which might be caused by less
stable training.

4.4. Applications

High resolution image embedding and editing Like
other GAN methods, one can embed an image into the latent
space of our trained GRAM-HD and achieve pose editing
by rendering images at novel views. As shown in Figure 7,
our method can faithfully reconstruct a high-resolution im-
age through GAN inversion and generate high-fidelity novel
view rendering results.

Real-time free-view synthesis Similar to GRAM [12],
we can cache the manifold surfaces and HR radiance maps
as textured 3D meshes and then run fast free-view synthesis
with mesh rendering. With an efficient mesh rasterizer from
[25], we achieve free-view synthesis of 10242 images at 90
FPS on a Nvidia Tesla V100 GPU.

5. Conclusion
We have presented a novel GAN approach for high-

resolution, 3D-consistent multiview image generation,
which is trained on unstructured single image collections.
Our key idea is to tackle a 3D super-resolution task using ef-
ficient 2D CNNs by leveraging the recent radiance manifold
representation. The experiments show that our generation
results at high resolution (e.g., 10242) are not only of high
quality but also strongly 3D consistent, significantly out-
performing recent 3D-ware GANs. We believe our method
bring 3D-consistent image generation closer to the tradi-
tional 2D GANs, and it paves the way for high-quality 3D
content creation applications such as 3D video generation
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and animation.
Limitations and future work Our method still have sev-
eral limitations. Based on the radiance manifold representa-
tion, it is difficult to handle objects with complex 3D geom-
etry. Its view extrapolation capability is also limited com-
pared to dense 3D radiance fields. Besides, the generation
quality of our method still lags behind traditional 2D image
generative models. Better representations or training strate-
gies could be further explored to close the gap.
Ethics consideration The goal of this paper is to generate
images of virtual objects for applications such as photoreal-
isitc virtual avatar creation. However, it could be misused to
create misleading or harmful contents. We condemn any be-
havior to use our method for fraud purposes. On the positive
side, our method could be used for forgery detection system
testing and for generating privacy-free contents. The face
dataset we use may contain certain biases in race, gender,
etc., which can be inherited by our trained model and re-
sults. Bias-free generative modeling is important direction
worth further exploration by the community.
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