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Figure 1: ScanNet++ contains 460 high-resolution 3D reconstructions of indoor scenes with dense semantic and instance
annotations, along with corresponding high-quality DSLR images and iPhone RGB-D sequences. The long-tail and multi-
labeled annotations enable fine-grained semantic understanding, while the high-quality and commodity RGB images enable
benchmarking of novel view synthesis methods at scale.

Abstract
We present ScanNet++, a large-scale dataset that cou-

ples together capture of high-quality and commodity-level
geometry and color of indoor scenes. Each scene is cap-
tured with a high-end laser scanner at sub-millimeter res-
olution, along with registered 33-megapixel images from a
DSLR camera, and RGB-D streams from an iPhone. Scene
reconstructions are further annotated with an open vocab-
ulary of semantics, with label-ambiguous scenarios explic-
itly annotated for comprehensive semantic understanding.
ScanNet++ enables a new real-world benchmark for novel
view synthesis, both from high-quality RGB capture, and
importantly also from commodity-level images, in addition
to a new benchmark for 3D semantic scene understanding
that comprehensively encapsulates diverse and ambiguous
semantic labeling scenarios. Currently, ScanNet++ con-
tains 460 scenes, 280,000 captured DSLR images, and over
3.7M iPhone RGBD frames.

*Equal contribution.
†Project page: https://cy94.github.io/scannetpp/

1. Introduction
Reconstruction and understanding of 3D scenes is fun-

damental to many applications in computer vision, includ-
ing robotics, autonomous driving, mixed reality and con-
tent creation, among others. The last several years have
seen a revolution in representing and reconstructing 3D
scenes with groundbreaking networks such as neural radi-
ance fields (NeRFs) [27]. NeRFs optimize complex scene
representations from an input set of posed RGB images
with a continuous volumetric scene function to enable syn-
thesis of novel image views, with recent works achiev-
ing improved efficiency, speed, and scene regularization
[40, 11, 48, 25, 23, 1, 2, 5, 29]. Recent works have even
extended the photometric-based formulation to further opti-
mize scene semantics based on 2D semantic signal from the
input RGB images [52, 43, 12, 21, 36].

Notably, such radiance field scene representations focus
on individual per-scene optimization, without learning gen-
eralized priors for view synthesis. This is due to the lack
of large-scale datasets which would support learning such
general priors. As shown in Table 1, existing datasets ei-
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Dataset Num. scenes Average Total scans RGB (MP) Depth Dense semantics NVSscans/scene Commodity DSLR LR HR
LLFF [26] 35 - - 12 ✗ ✗ ✗ ✗ ✓
DTU [15] 124 - - 1.9 ✗ ✗ ✓ ✗ ✓

BlendedMVS [47] 113 - - ✗ ✗ ✗ ✗ ✓ ✗
ScanNet [9] 1503 - - 1.25 ✗ ✓ ✗ ✓ ✗

Matterport3D [4] 90‡ - - 1.3 ✗ ✓ ✗ ✓ ✗
Tanks and Temples [20] 21 10.57 74 ✗ 8 ✗ ✓ ✗ ✓

ETH3D [35] 25 2.33 42 ✗ 24 ✗ ✓ ✗ ✗
ARKitScenes [3] 1004 3.16 3179 3 ✗ ✓ ✓ ✗ ✗
ScanNet++ (ours) 460 4.85 1858 2.7 33 ✓ ✓ ✓ ✓

Table 1: Comparison of datasets in terms of RGB and geometry. ScanNet++ surpasses existing datasets in terms of resolution,
quality, density of semantic annotations, and coverage of laser scans. While the quality of the reconstructed geometry in
ARKitScenes is similar to ours, we additionally capture DSLR data to support the novel view synthesis task (NVS) and
provide dense semantic annotations.

ther contain a large quantity of scenes that lack high-quality
color and geometry capture, or contain a very limited num-
ber of scenes with high-quality color and geometry. We
propose to bridge this divide with ScanNet++, a large-scale
dataset that contains both high-quality color and geometry
capture coupled with commodity-level data of indoor envi-
ronments. We hope that this inspires future work on gener-
alizable novel view synthesis with semantic priors.

ScanNet++ contains 460 scenes covering a total floor
area of 15,000m2, with each scene captured by a Faro Fo-
cus Premium laser scanner at sub-millimeter resolution with
an average distance of 0.9mm between points in a scan,
DSLR camera images at 33-megapixels, and RGB-D video
from an iPhone 13 Pro. All sensor modalities are regis-
tered together to enable seamless interaction between ge-
ometric and color modalities, as well as commodity-level
and high-end data capture. Furthermore, as semantic un-
derstanding and reconstruction can be seen as interdepen-
dent, each captured scene is additionally densely annotated
with its semantic instances. Since semantic labeling can be
ambiguous in many scenarios, we collect annotations that
are both open-vocabulary and explicitly label semantically
ambiguous instances, with more than 1000 unique classes
annotated.

ScanNet++ thus supports new benchmarks for novel
view synthesis and 3D semantic scene understanding, en-
abling evaluation against precise real-world ground truth
not previously available. This enables comprehensive,
quantitative evaluation of state-of-the-art methods with a
general and fair evaluation across a diversity of scene sce-
narios, opening avenues for new improvement.

For novel view synthesis, we also introduce a new task of
view synthesis from commodity sensor data to match that of
high-quality DSLR ground truth capture, which we believe
will push existing methodologies to their limits. In contrast
to existing 3D semantic scene understanding benchmarks,
we explicitly take into account label ambiguities for more

accurate, comprehensive semantics.

To summarize, our main contributions are:
• We present a new large-scale and high-resolution in-

door dataset with 3D reconstructions, high-quality
RGB images, commodity RGB-D video, and seman-
tic annotations covering label ambiguities.

• Our dataset enables optimizing and benchmarking
novel view synthesis on large-scale real-world scenes
from both high-quality DSLR and commodity-level
iPhone images. Instead of sampling from the scanning
trajectory for testing ground-truth images, we provide
a more challenging setting where testing images are
captured independently from the scanning trajectory.

• Our 3D semantic data enables training and benchmark-
ing a comprehensive view of semantic understanding
that handles possible label ambiguities inherent to se-
mantic labeling tasks.

2. Related Work
Deep learning methods for 3D semantic understand-

ing and novel view synthesis require large-scale, diverse
datasets to generalize. We review existing datasets proposed
for both tasks and compare them with ScanNet++.

2.1. Semantic Understanding of 3D Indoor Scenes

Early datasets for 3D semantic understanding, such as
NYUv2 [37] and SUN RGB-D [38], comprise short RGB-
D sequences with low resolution and limited annotations.
ScanNet [9] was the first dataset to provide 3D recon-
structions and annotations at scale, consisting of 1503
RGB-D sequences of 707 unique scenes recorded with an
iPad mounted with a Structure sensor. Due to the lower-
resolution commodity-level geometric capture, small ob-
jects and details are difficult to recognize and annotate.

‡90 buildings.
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More recently, the ScanNet200 benchmark [32] was pro-
posed on top of the ScanNet dataset for recognition of 200
annotated classes. However, the performance on long-tail
classes is also limited by the geometric resolution of Scan-
Net. Similarly, Matterport3D [4] consists of low-resolution
reconstructions from panoramic RGB-D images and se-
mantic annotations. ARKitScenes [3] improves upon these
datasets in the resolution of ground truth geometry from
laser scans. However, rather than dense semantic labels,
ARKitScenes only provides bounding box annotations for
only 17 object classes.

In comparison to these datasets, ScanNet++ includes
both high-resolution 3D geometry provided by the laser
scanner and high-quality color capture, along with long-
tail fine-grained semantic annotations with multi-labeling to
disambiguate regions that may belong to multiple classes.

2.2. Novel View Synthesis

Novel view synthesis (NVS) methods have primarily
been evaluated on outside-in and forward-facing images.
The LLFF [26] dataset contains 35 handheld cellphone cap-
tures of small scenes with images sharing the same view-
ing direction (i.e., forward-facing). NeRF [27] and its suc-
cessors [23, 1] built synthetic datasets of object-centric,
outside-in images.

Meanwhile, datasets that were originally proposed for
multi-view stereo such as DTU [15], BlendedMVS [47],
and Tanks and Temples [20] are now also used for novel
view synthesis. Although Tanks and Temples has high-
quality RGB images, it only consists of 7 training scenes
and 14 test scenes, lacking scale and diversity of scenes.

Since ScanNet [9] contains RGB-D scans of a wide vari-
ety of indoor scenes, some NeRF methods [23, 46] also use
it for NVS. However, the data is not ideal for novel view
synthesis since it was captured with commodity iPad RGB
cameras, hence suffering from high motion blur and limited
field-of-view. Additionally, as ScanNet is not designed for
the NVS task, testing poses must be subsampled from the
training camera trajectory, resulting in biased evaluation.

In contrast to existing NVS datasets, ScanNet++ pro-
vides higher-quality images for many diverse real-world
scenes without constraints over the camera poses. Our test-
ing images are captured independent of the camera poses
for training, reflecting more practical scenarios. In addi-
tion to benchmarking NVS methods that are optimized on
a per-scene level, we believe that the scale and diversity of
ScanNet++ will encourage research on NVS methods that
generalize over multiple scenes [49, 45, 6, 17, 51, 39, 24].

3. Data Acquisition and Processing
We record three modalities of data for each scene us-

ing the laser scanner, DSLR camera, and iPhone RGB-D
videos. The whole capture process takes around 30 minutes

ScanNet ScanNet++ (Ours)

Figure 2: Comparison of a 3D reconstruction and semantic
annotation on a scene from ScanNet [9] and a similar scene
from ScanNet++.

on average for a scene, and upwards of 2 hours for larger
scenes. In the following, we discuss the capture process of
each sensor.

3.1. Laser Scans

We acquire point clouds of the scenes using the Faro
Focus Premium laser scanner. Each scan contains about
40 million points. We use multiple scanner positions per
scene, 4 scans for a medium-sized room on average, and
increase proportionately based on the size and complexity
of the scene, in order to obtain maximum coverage of the
surface of the scene. We use Poisson reconstruction on the
point clouds [18, 19] to produce mesh surface representa-
tions for each scene. For computational tractability, we run
Poisson reconstruction [18, 19] on overlapping chunks of
points, trimming the resulting meshes of their overlap re-
gions and merging them together. Finally, we use Quadric
Edge Collapse [13] to obtain a simplified mesh for the ease
of visualization and annotation.

3.2. DSLR Images

Novel view synthesis (NVS) works rely on photometric
error as supervision. Hence, the ground truth data for NVS
must have fixed lighting, wide field-of-view, and sharp im-
ages. Accordingly, we take static images with a Sony Al-
pha 7 IV DSLR camera with a fisheye lens. These wide-
angle images are beneficial for registration of the images
with each other to obtain camera poses, especially since in-
door scenes can have large textureless regions (e.g., walls,
cupboards). For a medium-sized room, we capture around
200 images for training and scale up to proportionately for
larger scenes. Instead of using held-out views that are sub-
sampled from the camera trajectory for evaluation, we cap-
ture an additional set of 15-25 novel images per scene to
obtain challenging, realistic testing images for novel view
synthesis. An example of these poses is shown in Fig. 3.

Tab. 2 shows the average distances from train/test poses
to the nearest train poses (excluding query pose) from Scan-
Net [9] and ScanNet++. For ScanNet, we subsample held-
out views as testing images from the camera trajectory, fol-
lowing Point-NeRF [46] and NeRFusion [51]. Our train/test
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Figure 3: DSLR camera poses for novel view synthesis.
Training poses (blue) form a continuous and dense trajec-
tory at a standard capture height, while test poses (red) are
outside this trajectory at varying heights and angles.

poses differ notably in both translation and orientation.

Dataset Split Distance (m) Rotation (deg.)

ScanNet train 0.04 3.25
test 0.04 3.09

ScanNet++ train 0.07 7.21
test 0.40 42.69

Table 2: Distance to the nearest train camera pose. Evalu-
ating with novel poses that have large translation and ro-
tation difference makes ScanNet++ more challenging for
NVS compared to existing datasets like ScanNet [9].

3.3. iPhone Images and LiDAR

We capture the RGB and LiDAR depth stream provided
by iPhone 13 Pro using a custom iOS application. Unlike
the manually controlled DSLR scanning process, we use
the default iPhone camera settings (auto white balance, auto
exposure, and auto-focus) to reflect the most common cap-
ture scenarios. RGB images are captured at a resolution
of 1920 × 1440, and LiDAR depth images at 256 × 192,
both recorded at 60 FPS synchronously. For a medium-
sized room, we record the RGB-D video for around two
minutes, yielding 17.4 hours of video in the whole dataset.

3.4. Registration and Alignment

We leverage COLMAP [34, 33] to register the DSLR and
iPhone images with the laser scan, obtaining poses for both
sets of images in the same coordinate system as the scan. To
do this, we first render pseudo images from the laser scan
and include them in the COLMAP Structure-from-Motion
(SfM) pipeline. Once the rendered images are registered
with the real images, we can then transform the SfM poses
into the same coordinate system as the laser scans and re-

Render from Laser ScanDSLR Image

Render from Laser ScaniPhone RGB

Figure 4: Examples of the alignment between DSLR,
iPhone, and the scanner in ScanNet++. We obtain accurate
alignment of all 3 sensors into the same coordinate system,
empowering research across three modalities.

door 
+ 

window

door 

chair

jacket 
+

chair

Figure 5: Examples of multi-label annotation. The part of
the chair covered by the jacket is annotated as both jacket
and chair. The small window in the door is annotated as
both door and window.

cover the metric scale. Additionally, we refine the camera
poses with dense photometric error guided by the geome-
try of the laser scan [53, 35]. For iPhone images, we fil-
ter out iPhone frames as unreliably registered when the av-
erage difference between iPhone depth and rendered laser
scan depth is > 0.3m. Examples of the obtained DSLR and
iPhone alignment are shown in Fig. 4.

3.5. Semantic Annotation

Semantic labels are applied onto an over-segmentation
[10] of the decimated mesh. The segments are annotated in
a 3D web interface with free-text instance labels [9], giv-
ing more than 1000 unique labels. The annotation process
takes about 1 hour per scene on average. Examples of the
semantic and instance labels, along with the colored mesh
and geometry, are shown in Fig. 6.

Additionally, in contrast to existing datasets such as
ScanNet [9], we allow multiple labels on each mesh seg-
ment, enabling us to capture different kinds of label ambi-
guity such as occlusion and part-whole relations. Examples
are shown in Fig. 5.
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RGB Geometry Semantics Instances

Figure 6: 3D reconstructions of laser scans are shown with and without color, and with semantic annotations and instance
labels. The high-resolution meshes and open-vocabulary annotation allow us to annotate semantic labels in fine detail and
close to 100% completion for every scene.

3.6. Benchmark

To accompany our dataset, we will release an online
benchmark for both novel view synthesis and 3D scene un-
derstanding tasks. In total, we collect 460 scenes with each
scene containing a high-fidelity annotated 3D mesh, high-
resolution DSLR images, and an iPhone RGB-D video. The
dataset contains a wide variety of scenes, including apart-
ments, classrooms, large conference rooms, offices, storage
rooms, scientific laboratories, and workshops among oth-
ers. For evaluation, we split the dataset into 360, 50 and
50 training, validation and test scenes respectively follow-
ing the same scene type distribution. The dataset will be
made public and aims at benchmarking novel view synthe-

sis for both DSLR and commodity iPhone data, as well as
3D semantic and instance segmentation through an online
public evaluation website. Following ScanNet [9], labels of
the test set will remain hidden.

4. Experiments
4.1. Novel View Synthesis

We evaluate the novel view synthesis task using two
types of data as input, high-quality DSLR images and com-
modity RGB images. For both experiments, we show re-
sults of NeRF [27] and its state-of-the-art variants [29, 5,
41] on the validation scenes. The evaluation metrics we
used are PSNR, LPIPS and SSIM.
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NeRF TensoRF Instant-NGP Nerfacto GT

Figure 7: Comparison of different novel view synthesis methods on ScanNet++. Note that existing methods achieve remark-
able re-rendering results while at the same time still leaving significant room for improvement in future works.

DSLR Data We leverage the training images (varying
from 200 to 2k images depending on the scene size) for
training and compare synthesized views against the test-
ing images. Quantitative and qualitative results are shown
in Tab. 3 and Fig. 7 respectively. ScanNet++ DSLR data
has a wide field-of-view and consistent brightness across
frames within a scene. Therefore, it is well-suited to NeRF-
like methods that rely on the photometric error as supervi-
sion. On the other hand, ScanNet++ is challenging for novel
view synthesis since it contains large and diverse scenes,
and many glossy and reflective materials for which view-
dependent effects are hard to model. As shown in Fig. 7
(2nd row), all methods fail to model the light reflected on
the table.

In general, NeRF [27] fails to reconstruct fine-grained
details and tends to generate over-smoothed results while
TensoRF [5] and Instant-NGP [29] are able to produce
sharper results. However, TensoRF produces striped pattern
artifacts for testing poses that differ greatly from the train-
ing poses, possibly due to the sampled tri-plane coordinates
not being observed during training. Similarly, Instant-NGP
outputs have floater artifacts. Among these, Nerfacto [41],
which brings together components from multiple state-of-
the-art NeRF methods [29, 2, 1, 25], performs the best and
produces the sharpest renderings. However, it can overfit
to view-dependent effects, as seen on the monitor screen in
Fig. 7.

To summarize, novel view synthesis methods in real-
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PointNet++ KPConv MinkowskiNet GT

(a) 3D semantic segmentation baselines. We show results of point-based PointNet++ and KPConv, and sparse-voxel based MinkowskiNet.
These methods perform well on distinct objects such as chairs and cabinets, but fail to handle small objects and ambiguity such as a
whiteboard on a wall.

PointGroup HAIS SoftGroup GT

(b) 3D instance segmentation baselines. We show results of PointGroup which groups points by semantic label, HAIS which groups
incomplete fragments, and SoftGroup which combines bottom-up and top-down methods. These methods can recognize large distinct
instances, but tend to combine nearby instances and perform poorly on small objects.

Figure 8: Qualitative results of 3D semantic and instance segmentation methods on the validation set of ScanNet++.

world environments have much room for improvement, es-
pecially when reconstructing small objects and handling
strong view-dependent effects.

Method PSNR ↑ SSIM ↑ LPIPS ↓
NeRF [27] 24.11 0.833 0.262
Instant-NGP [29] 24.67 0.846 0.221
TensoRF [5] 24.32 0.843 0.240
Nerfacto [41] 25.02 0.858 0.180

Table 3: Novel view synthesis on ScanNet++ test images.

iPhone Data To benchmark the task of generating high-
quality results by training only on commodity sensor data,
we show results of training on iPhone video frames and use
the DSLR images as ground truth for novel view evalua-

tion. We perform color correction to compensate for color
differences between the iPhone and DSLR captures.

Method PSNR ↑ SSIM ↑ LPIPS ↓
NeRF [27] 16.29 0.747 0.368
Instant-NGP [29] 15.18 0.681 0.408
TensoRF [5] 15.90 0.721 0.412
Nerfacto [41] 17.70 0.755 0.300

Table 4: Novel view synthesis trained on iPhone video and
evaluated on the DSLR testing set of ScanNet++. Com-
pared to the DSLR result in Tab. 3, training NVS with
iPhone data is more challenging due to the motion blur,
varying brightness, and less field-of-view.

Results are shown in Tab. 4, and are significantly worse
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than those from training on DSLR images. This is mainly
due to motion blur and varying brightness of the frames in
the captured video. Additionally, blurriness and a small
field-of-view can cause misalignments in the structure-
from-motion (SfM) camera poses.

Therefore, to perform NVS on consumer-grade data
without a controlled scanning process, an NVS method
should be robust to noisy camera poses, blurriness, and
brightness changes.

Method PSNR ↑ SSIM ↑ LPIPS ↓
Nerfacto 25.02 0.858 0.180
Nerfacto + pix2pix 25.42 0.869 0.156

Table 5: We apply pix2pix [14] on the output of Nerfacto.
This general prior learned from ScanNet++ improves ren-
dering quality.

Generalization Across Scenes Since ScanNet++ con-
tains a large number of scenes, we show that it can be used
to train general priors for novel view synthesis, thus improv-
ing over traditional single-scene training. The naive solu-
tion we consider is to train a 2D pix2pix [14] across scenes
by refining the per-scene Nerfacto outputs while freezing
the Nerfacto model weights. As shown in Tab. 5, the gen-
eral prior learned from ScanNet++ can improve the perfor-
mance of Nerfacto.

4.2. 3D Semantic Understanding

We evaluate semantic and instance segmentation meth-
ods on the 5% decimated meshes by predicting labels on
the vertices and comparing with ground truth labels.

3D Semantic Segmentation We compare 4 methods for
3D semantic segmentation on ScanNet++: point-based
methods PointNet [30] and PointNet++ [31] and KP-
Conv [42], and sparse-voxel-based MinkowskiNet [8] on
the top 78 semantic classes.

3D Instance Segmentation We compare 3 methods for
3D instance segmentation on ScanNet++: PointGroup [16],
HAIS [7] and SoftGroup [44] on 75 instances classes - se-
mantic classes excluding wall, ceiling and floor.

Quantitative results are shown in Tab. 6, and qualitative
results are shown in Fig. 8. All methods can distinguish
large and well separated objects such as chairs and sofas,
but perform poorly on ambiguous objects such as a white-
board on a white wall and smaller objects.

5. Limitations and Future Work
ScanNet++ contains large-scale and high-quality DSLR

captures which we believe will open up opportunities for
novel view synthesis methods to generalize over multiple
scenes and improve rendering quality [49, 45, 6, 39, 24, 28].

Method mIoU
PointNet 0.07
PointNet++ 0.15
Minkowski 0.28
KPConv 0.30

Method AP50
PointGroup 0.148
HAIS 0.167
SoftGroup 0.237

Table 6: Quantitative results of 3D semantic and instance
segmentation baselines on ScanNet++.

Further, the registered DSLR and semantic annotations al-
low the combination of radiance and semantic fields on
ScanNet++ [52, 43, 12, 21, 36]. Nevertheless, there are
some limitations of the dataset. Since we fix the DSLR
brightness settings for each scene to ensure photometric
consistency, some parts, such as light sources, may suffer
from overexposure, while poorly-lit areas may be underex-
posed. Due to the expensive data collection process, Scan-
Net++ cannot scale at the same rate as 2D datasets [22, 50].

6. Conclusion

We present ScanNet++, a large-scale dataset with high-
fidelity 3D geometry and high-resolution RGB images of
indoor scenes, and show how it enables challenging bench-
marks for NVS and semantic understanding. The high-
quality DSLR capture allows benchmarking of NVS meth-
ods at scale and the development of generalized NVS meth-
ods, while the iPhone capture raises the challenging task of
handling motion blur and noisy poses. Additionally, long-
tail and multi-label annotations on the reconstructions en-
able fine-grained semantic understanding while accounting
for label uncertainty. Registering all modalities into a single
coordinate system allows multi-modal learning of seman-
tics and the usage of semantic priors for novel view synthe-
sis. We hope the ScanNet++ dataset and benchmark will
open up new challenges and stimulate the development of
new methods for NVS and semantic understanding.
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