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Abstract

Image Signal Processors (ISPs) play important roles in
image recognition tasks as well as in the perceptual qual-
ity of captured images. In most cases, experts make a
lot of effort to manually tune many parameters of ISPs,
but the parameters are sub-optimal. In the literature, two
types of techniques have been actively studied: a machine
learning-based parameter tuning technique and a DNN-
based ISP technique. The former is lightweight but lacks
expressive power. The latter has expressive power, but the
computational cost is too heavy on edge devices. To solve
these problems, we propose “DynamicISP,” which consists
of multiple classical ISP functions and dynamically controls
the parameters of each frame according to the recognition
result of the previous frame. We show our method success-
fully controls the parameters of multiple ISP functions and
achieves state-of-the-art accuracy with low computational
cost in single and multi-category object detection tasks.

1. Introduction

The image signal processor (ISP) is an important com-
ponent of modern digital cameras. It converts raw out-
puts of the sensors, RAW images, into commonly used
standard RGB (sRGB) images, and is composed of many
functions because of its multiple roles. For example, it
calibrates the color sensitivity of each sensor with a color
correction matrix, and improves image quality with demo-
saicing, denoising, and sharpening. Auto-exposure, auto-
white balance, and tone mapping are necessary to mimic the
adaptive and responsive characteristics of the human eye to
produce images that closely resemble the appearance per-
ceived by humans. The human eye cancels out the envi-
ronment’s luminance with dark or light adaptation and also
cancels out the environment’s color with color adaptation.
As to the response characteristics, it is said that the human
eye non-linearly responds to light intensity roughly obeying
y = x'/3 [38]. These functions for human eye adaptation

Figure 1. The concept of proposed DynamicISP. The parameters of
the ISP are controlled dynamically based on what the downstream
recognition model felt.

have another role. Optimizing these functions for compres-
sion enables conversion from high dynamic range signals in
the real world to 8-bit SRGB images with little information
loss. The real world has the range from 0.0001 [cd/m?]
(starlight) to 1.6 billion [ed/m?] [34] (direct sunlight). We
don’t go any further, but ISPs have more functions, like lens
shading correction, dehazer, and bad pixel correction.

ISPs are also needed for image recognition tasks. DNN-
based image recognition, which has achieved excellent re-
sults recently, shows even better performance with ISPs
[10, 3]. However, ISP hyperparameters commonly re-
quire manual tuning by experts, which consumes consid-
erable time [27]. The tuning is necessary for each sensor.
It is ineffective and might be sub-optimal, especially for
image recognition tasks. Easy-to-see images for humans
are not equal to easy-to-recognize images. In fact, recent
works demonstrate that the hyperparameter tuning for im-
age recognition improves the accuracy [27, 46, 35, 39].

To achieve a better ISP for image recognition, we believe
it is important to improve the expressive power of the ISP
since most ISP functions are classical static functions. One
solution is a DNN encoder-decoder-based ISP; many works
indeed achieved state-of-the-art accuracy in image recog-
nition performance [8, 26] and perceptual quality [33, 20].
However, the computation costs are enormous, especially
when high-resolution outputs were required. Devices such
as smartphones have limited computational resources and
require an efficient ISP.
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Based on the above, we propose “DynamicISP,” which
consists of multiple conventional ISP functions, but their
parameters are controlled dynamically per image. Although
they are classical functions, their dynamic control compen-
sates for their expressive power. Our controller is based on
what the downstream recognition model felt and desired at
the previous time step as shown in Fig. 1. Specifically, our
method predicts appropriate ISP parameters for the follow-
ing frame based on intermediate features of the downstream
recognition model.

In terms of dynamic control, dynamic neural networks
have been actively studied [44, 6] and a similar method,
named NeuralAE, that controls auto-exposure with DNNs
has recently been published [30]. Our method success-
fully controls the parameters of multiple ISP functions,
which is difficult even with these successful dynamic con-
trol methods. In addition, despite its low computational
cost, our method achieves state-of-the-art accuracy com-
pared to encoder-decoder based DNN ISPs.

Our contributions are as follows:

* A novel ISP for image recognition that utilizes clas-
sical functions but dynamically controls their parame-
ters based on what the downstream image recognition
model senses.

* A residual output format of parameters, which decom-
poses the control into static tuning to average good pa-
rameters for the entire data set and further pursuit of
the best parameters per image. It eases the difficulty of
controlling complex functions.

* A latent update style ISP controller that manages mul-
tiple ISP functions. It generates shared latent variables
which indicate how to change the RAW images with
the entire ISP pipeline; then, after applying each ISP
function, sequentially updates them to contain infor-
mation on what the remaining functions should do con-
sidering upstream functions.

* End-to-end optimization method from ISP to image
recognition model. A proposed parameter initializer
module enabled the control of complex functions.

* Diverse evaluations show the effectiveness of the pro-
posed DynamicISP. It achieves state-of-the-art accu-
racy despite the low computational cost.

2. Related Works
2.1. Image Signal Processor

In recent years, many ISPs that utilize machine learning
have been proposed. They can be broadly classified into two
categories: methods that tune the classical ISP functions

and methods that replace them with a DNN-based encoder-
decoder model.

In the first category, they tune the existing ISP param-
eters using machine learning techniques. It defines per-
ceptual loss or image recognition loss, depending on the
goal, to increase perceptual quality or recognition accu-
racy. In some cases, evolutionary algorithms [32, 27, 13]
or other search methods [28] are applied because most ex-
isting ISPs are black-box and the search space of the pa-
rameters have multiple local minima [39]. However, these
methods optimize only ISP parameters for a fixed down-
stream part, and the performance gain is limited. To partly
address the problem, a work proposes a joint training sched-
ule wherein ISP and downstream CNN are optimized alter-
nately while the other is fixed [35]. Other methods opti-
mize the parameters with gradient-based backpropagation
[43, 30, 45]. Although we mentioned NeuralAE [30] con-
trols auto-exposure with DNN, ISP parameters are trained
with backpropagation as static parameters. ReconfigISP
[46] not only optimizes the hyperparameters but also ex-
plores functions by a neural architecture search method
[19]. It is important to note that the computational costs of
this category are low because their ISPs for inference time
consist of classical functions. We argue that the problem
with these methods is the lack of expressive power com-
pared with the other category.

In the other category, methods creates an ISP with
encoder-decoder-based DNN. Recently, tremendous model
architectures are proposed as an ISP function replacement,
such as denoiser [48, 25], color constancy [29, 1], and de-
blurring [47, 42]. Some works propose generic models that
can replace various functions with the same architecture
[40, 5], while several others replace the whole ISP pipeline
with DNN [33, 26, 8, 20]. Though DNN-based ISPs and
ISP functions achieve state-of-the-art, the computational
cost remains an issue especially when high-resolution out-
puts are necessary. Currently, smartphones are one of the
major use cases of ISPs, thus low computational cost ISPs
are highly desired.

Based on the above, we propose a dynamic ISP con-
trol method that doesn’t match either of these two cate-
gories. By dynamically controlling parameters, classical
ISPs are empowered with a minimal computational cost.
Our method is possible to optimize from ISP to image
recognition end-to-end, going beyond the usual individal
optimization of the ISP and the recognition model.

2.2. Low-Light Image Enhancement

It is said that conventional ISPs tend to be poor in a low-
light environment [9, 15, 49]. Many works focus on improv-
ing perceptual quality or recognition accuracy in low-light
environments. Most of them try to enhance the brightness of
pre-captured sSRGB images [23, 49, 15,41, 9, 24]. These are
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Figure 2. The proposed latent update style controller to control multi-layers.

very useful when improving already saved sRGB images
but some information is already vanished due to the lossy
conversion from RAW to sRGB. Other works optimize ISP
for dark environment [33, 26, 20, 8]. Several works train
recognition models to recognize RAW images, which have
the richest information [14, 37].

Our first objective is to establish an ISP that can be used
in any environment covering from low light to dazzling,
high dynamic range (HDR), and even blurry. However, our
DynamicISP can be useful when targeting only dark scenes
because optimal ISP parameters can be different per envi-
ronment even if the luminance is the same. Hence, we also
evaluate our method on low-light image recognition.

2.3. Dynamic Parameter Control

The dynamic model is one of the current hot research
topics. Attention-based feedforward control is successful in
dynamically controlling DNN parameters. Several works
control the amplification values of the convolution weights
or PReLU [11] using a separate attention module fed fea-
tures just before the convolution or PReLU [44, 6, 7]. These
works prove the effectiveness of controlling partial DNN
parameters.

Howeyver, these attention-based feedforward controls are
difficult to apply to the parameters of the preprocessing part
- there are no rich features before the target functions. Neu-
ralAE [30] solves these situations by introducing a feed-
back circuit in which an intermediate feature of the detec-
tor’s backbone from the previous time step is used to control
the exposure.

Although our ISP control can be based on feedback con-
trol as NeruralAE does, the control of multiple ISP func-
tions with a controller has never been realized to the best of
our knowledge; it fails when we simply apply the existing
NeuralAE’s method. Therefore, we propose the feedback
control method to control parameters of multiple ISP func-
tions.

3. Methodology

In this section, the proposed dynamic ISP control and its
training method are presented.

3.1. Dynamic ISP Control

Our problem setting for ISP control is to predict the
next frame (¢ 4+ 1) parameters P = {P,|l = 1,...,L} of
ISP functions I(z) = {I; (z)|l = 1,...,L}, where L is
the number of ISP functions, to boost visibility for ma-
chine vision. Each function I; (z) contains N; parame-
ters P, = {pffllm = 1,..,N;}. In a static frame sce-
nario, we let the next frame (¢ + 1) just the same im-
age as the previous frame t. The parameters P are es-
timated based on encoded intermediate feature X; of the
downstream recognition model in a feedback control for-
mat according to NeuralAE [30]. Specifically, we use the
“Semantic Feature Branch” fspp(X;) proposed in Neu-
ralAE to encode the features. While Neural AE adds another
histogram-based RAW image encoder independent from the
recognition model, we did not use it because it was the bot-
tleneck of the speed in our implementation, and no accuracy
improvement was noticed, particularly when a large down-
stream recognition model was used.

Residual Output Format of Parameters

Neural AE predicts the desired exposure by

Pt = fact (frau (fsrp (X1))), )

where f,y and fc, are fully connected layers and an out-
put activation layer respectively. Since ISP functions are not
as simple as the exposure function, which just multiplies the
input, we need to propose an elaborate output format to con-
trol them properly. We introduce learnable parameter p; ,,
as

pﬂl = fact DI + fruu (fsre (X¢))) - 2
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By this formulation, the p;,, can be trained as an average
good value for the entire data set, while the controller only
predicts the gap between the average good value and the
best value per image. It eases the difficulty of controlling
complex functions. In detail, we define f,.; as

fact(x) = (pl,mmaaz - pl,n,min) : S’Lng’Ld(iC) + Pln,mins

3)
to search in (py,nmin, Pi,n,maz). This formulation is handy
because we can easily set the search space of any hyper-
parameters based on their domain. Some ISP parameters
are limited in the range they can take. In the experiments,
wide search ranges were set to allow free control within the
ranges they can take.

Latent Update Style Controller

Both attention-based dynamic DNN [44, 6] and Neural AE
[30] predict parameters of only one function by a controller.
However, multi-layer ISP control is necessary to predict the
parameters of multi-layers. As modifying the parameters in
upstream functions affect the following functions, control-
ling all functions is challenging. In fact, our experiments
show that existing methods are difficult to control multi-
layers. We tackle this issue with a proposed latent updated
style controller. The proposal is illustrated in Fig. 2. First,
the main controller fspp extracts what the downstream im-
age recognition model felt and reacted to the previous frame
and converts the information into a latent variable that con-
tains what to do in overall functions. Then, after applying
each function, the latent variable is updated to contain in-
formation on what to do in the remaining functions. The
concept is realized with the following formula:

{Pz = faeq (Vic1) = facti (Pz + ffuu,l(Vl—l)> @

Vi= fup,l (Plv‘/l—1>

where V;_1 is the latent variable for deciding the parameters
P, of function I; with fg., and f,q4; updates it according
to what conversion is done in ;. In our experiments, we
define f,q; simply as

Jup (P, Vier) = fa (B) - Viea, S

where f, (P;) consists of a normalization layer, two fully
connected layers, a ReLLU activation between the fully con-
nected layers, then an activation, y = 5 - sigmoid(x). The
normalization layer is based on the range of the parameter

. t+1
search spaces: (p[,n 7pl,n,min) /(pl,n,maa: 7pl,n,min)

for each n.

The latent update style disentangles the multi-layer con-
trol problem setting without adding image encoders be-
tween the functions to convert it into a single-layer control
per each estimator problem. Adding image encoders per

function increases the computational cost compared to our
1-D latent variable manipulations.

3.2. Training Method

We mainly follow the two-frame training method of Neu-
ralAE [30]. The first frame is input to the differentiably im-
plemented ISP and to a part of the image recognition back-
bone to get the intermediate feature X, for ISP control. Sec-
ond, the ISP is controlled for the next frame. Third, the next
frame is input to the ISP and the image recognition model to
compute a recognition loss. Finally, the recognition loss for
the second frame is backpropagated through all paths above
to train the ISP, controller, and recognition model end-to-
end.

In Neural AE, the exposure of the first frame is set to de-
fault, in other words, the exposure of the first frame is set to
the same value used in data capturing. One major problem
with ISP control is that it consists of non-linear functions
and drastically changes the original RAW input depending
on the parameters. To train the controller, it is fundamental
to properly manage the ISP parameters for the first frame.
To this end, we propose a parameter initializer that man-
ages ISP parameters of the first frame at the training time.

Parameter Initializer

As mentioned above, this module sets ISP parameters of the
first frame at training time. The parameters are needed to be
not always optimal values for the input to train how to im-
prove. However, it still should be realistic values - learning
parameter domain that will never be used at inference time
is inefficient and makes the training difficult. Additionally,
hand tuning the range for all parameters is difficult. There-
fore we propose a method to choose realistic parameters au-
tomatically based on what kind of parameters was predicted
as optimal for the second frames in the previous iterations
by the controller as illustrated in Fig. 3. Our approach is
to memorize the estimated parameters in the most recent M
data in a buffer and randomly use the value at the first frame.
We also consider sampling parameters from Gaussian dis-
tribution based on running mean and variance of the past
parameters. This approach assume the parameters follow
Gaussian distribution, but we are not sure it is true. There-
fore, we expect our approach can generate more plausible
initial parameters easily than other approaches which re-
quires some assumptions or domain knowledge.

4. Evaluation

4.1. Datasets

Although DynamicISP can be applied to any recognition
task, it is evaluated on detection tasks because of their wide
usage. Two datasets are used to check the robustness in dif-
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Figure 3. The proposed training method. The parameter initializer
decides the ISP parameters for the first frame based on what kind
of parameters were used for the second frames.

ferent settings. One is a human detection dataset [45]. This
dataset aims to detect humans in any environment while
training only with simple environmental images, as anno-
tating difficult images is costly. Most of the test images are
taken in challenging environments: dark, HDR, and heavy
handshakes. They are taken with a RAW Bayer sensor. It
has 18,880 easy images for the training set and 2,800 diffi-
cult images for the test set.

The other is LODDataset [ 14], which contains 2230 14-
bit low-light RAW images with eight categories of objects.
This dataset aims to detect multi-category objects in a low-
light environment.

4.2. ISP functions

We implement five ISP functions, auto gain (AG), de-
noiser (DN), sharpener (SN), gamma tone mapping (GM),
and contrast stretcher (CS), in a differentiable manner. The
details are in the supplemental material. In the setting of
single-function ISPs, GM is used as an ISP since it is known
to improve image recognition accuracy the most [10]. In the
setting of multi-function ISPs, the combination of functions
is determined for each dataset after several experiments. It
is known that the optimal combination of functions varies
depending on the sensor, task, and environment [46]. In the
future, this process could be automated by combining our
method with a neural architecture search like ReconfigISP

[46].
4.3. Ablation Studies on Human Detection

Various ablation studies are performed using the human
detection RAW dataset [45]. We evaluate with the follow-
ing setting if not specified. TTFNet [21] with ResNetl8
[12] backbone is used as the detector. The entire pipeline is
trained for 24 epochs with Adam optimizer [16] from ran-
domly initialized weights using a cosine decay learning rate
schedule (0.001 magnitudes) whose maximum and mini-
mum learning rates are le-3 and le-6 with a linear warmup
for the first 1,000 iterations [22]. The controller’s learning
rate is multiplied by 0.1 from the base learning rate. After
that, the model is additionally trained for 24 epochs with the
same learning rate scheduling, but the ISP and controller

are frozen the samely with NeuralAE [30]. This proce-
dure slightly improves the accuracy from simple 48-epoch
training. The input size is set to (576, 352, 3), and Rawg-
ment [45] is applied to bridge the domain gap between the
training data and challenging test data. During the training
phase, the identical frame is input twice instead of using
the continuous frame as described in Section 3.2 due to the
rough frame rate of about 1 fps. In the evaluation phase, on
the other hand, we try both sequential input and identical
input. We set the channel size of the latent variable in the
proposed controller as 256. The accuracy is evaluated with
the average AP@0.5:0.95 [18] scores of four-time experi-
ments with different random seeds.

Importance of Each Proposed Component

Table 1. Ablation studies about each proposed component. We
add them one by one to the controller of NeuralAE [30]. The ab-
breviations of the proposed method are as follows; RO: residual
output format of parameters whose default parameters are static,
RO+: residual output format of parameters whose default parame-
ters are learnable, PI: parameter initializer, and LU: latent update
style controller. The metrics are AP@0.5:0.95 [%].

ISP components
PI RO RO+ LU | GM DN+SN+GM+CS
42.8 46.0
v 45.8 -
v v 48.6 -
v oV v 48.9 48.0
v v v v - 49.5

We add each proposed component one by one to the Neu-
ral AE controller [30] to control two ISPs. One consisting of
only GM and the other consisting of DN, SN, GM, and CS.
The reason we do not use AG is that we tried to control AG,
but for some reason, it failed on this dataset. The result is
shown in Table 1.

Even when controlling only the GM, the complexity of
the GM function makes it difficult to control with the Neu-
ralAE method. The parameter initializer (PI) contributes
significantly to alleviate the difficulty; without PI, the de-
tector’s backbone has to deal with the pixel distributions
before and after ISP, degrading detection performance. A
detailed ablation study of the PI is shown in Table 2. We
compare three types of PIs. One is a uniform sampling from
(P1,n,min» Pln,maz); it learns how to control from all possi-
ble parameters. Another adds Gaussian noise to the running
mean of the previously used parameters by tracking the run-
ning mean and running variance of used parameters in the
second frame. The last approach is our best method, which
memorizes the parameters for the 500 most recent data in
a buffer and randomly adopts the value in the first frame.
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Figure 4. The visualization result. We set an adequate confidence threshold per model as the precision@0.5 becomes 80% for a fair
comparison. The darker bounding boxes are ground truth, and the brighter bounding boxes with captions are predictions.

It takes into account correlations between parameters and
does not approximate a Gaussian distribution, thus covering
more necessary and sufficient parameter regions. Our buffer
memory automatically fits the search space to the minimum
required, although it can still make the controller stable to
the drastic environmental change. The buffer memory cre-
ates a situation where the environment is changed from day
to night in a one-time step.

Table 2. Ablation studies about the parameter initializer.

‘ AP@0.5:0.95
None 42.8
uniform 44.2
running mean + Gaussian 44.7
buffer memory 45.8

The residual output format of parameters (RO) further
eases the difficulty of controlling complex functions by
making the controller output the difference from the aver-
aging good parameters for the entire dataset. For the normal
RO, the static ISP parameter obtained by differentiable tun-
ing in Table 3 is used as a constant p; . On the other hand,
Pi,n in RO+ is jointly optimized with the dynamic ISP con-
trol from scratch. The gain from RO to RO+ is thought to
be because the averaging good parameters for the static ISP
and DynamicISP is different. RO+ is practical as the pa-
rameters are tuned automatically.

For multi-layer control, the latent update style controller
(LU) further improves the accuracy. All-at-one estimation
of all the parameters in the multi-layers is difficult and the
proposed LU successfully disentangles the problem setting.

Static Tuning V.S. Dynamic Control

The proposed dynamic control is compared to static tuning
approaches. In this comparison, we use an ISP containing
only a GM tone mapping function because tone mapping is
known to have the biggest impact on machine vision [10].
One of the static tuning approaches for comparison is a grid
search [45]. In this approach, the detector is trained per
searched parameters. Since it takes a huge time to train the
detector per parameter set of large search space, it searches
for one parameter of the simplest gamma function y = x T,
The other is a differentiable tuning approach to train the ISP
and detector end-to-end [45]. Table 3 shows the effective-
ness of our dynamic control. Although both static ISPs are
optimized for machine vision, they are just optimal for the
entire dataset and not optimal for each image.

Table 3. Static tuning V.S. dynamic control. The grid search
method is the value described in Rawgment performs[45] using
a simple gamma. The diff. tuning denotes differentiable tuning of
the static ISP parameters also described in Rawgment [45].

ISP components
GM DN+SN+GM+CS

grid search [45] | 45.3 -
diff. tuning [45] | 48.3 45.1
dynamic control | 48.9 49.5

Sequential Control Availability

The experiments above are conducted by inputting identical
images twice instead of sequential input. We now check the
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availability of sequential inference without twice input. In
this setting, optimal parameters for the previous frame are
used, resulting in possibly suboptimal. The result is shown
in Table 4. Contrary to expectations, a slight improvement
is observed, and it might come from the fact that the twice
input case is evaluated under severe settings. The initial pa-
rameters are set as the moving average of the parameters in
the training phase and are far from the optimal parameters
per image. On the other hand, in the sequential settings,
the previous parameters can be already decent values since
consecutive frames are similar. From this experiment, effi-
cient inference without input twice is proved to be possible.
Additionally, since the dataset is captured at about 1 fps,
and about half of it is taken with a shaken camera, consecu-
tive frames may have some disparities. Inference at higher
frame rates might further improve the performance of se-
quential inference.

Table 4. The availability of efficient sequential inference. The “in-
put twice” is the same as all the experiments above. It uses the
same frame for determining ISP’s parameters and detection. On
the other hand, in "input sequentially,” optimal parameters for the
previous frame is used for the next frame.

ISP components
GM DN+SN+GM+CS

input twice 48.9 49.5
input sequentialy | 49.1 49.6

Computational Efficiency

Table 5. The computational cost of the inference pipeline. C' is
the computational cost of the ISP. Any ISP configurations don’t
change the computational cost of the controller very much; adding
an ISP function increases the cost by only about 4e-5 GFLOPS.

computational cost [GFLOPS]
ISP  controller detector \ overall
w/o control C - 13.63 13.63+C
input twice 2C 0.02 15.99 16.02+2C
input sequentialy | C 0.02 13.63 13.65+C

The computational efficiency is evaluated by profiling
the FLOPS of each component. As listed in Table 5,
the computational cost of our ISP controller is lightweight
enough to be ignored compared with the detector de-
spite our choice of a lightweight TTFNet detector with a
ResNet18 backbone. Although our proposed LU has a com-
plicated computational graph as shown in Fig. 2, the com-
putational cost does not change very much (an increase of
about 4e-5 GFLOPS per each ISP function) thanks to the
lightweight design with 1-D latent variable manipulations.
The computational cost of the detector in the input twice

setting is not doubled from other settings because the whole
part of the calculation for the first input is not needed. If ISP
functions are lightweight classical functions, the dynamic
ISP control can be efficient even as a single image detector
with the inputting twice setting.

Comparison with State-of-the-arts

Various evaluations are performed against the state-of-the-
art. The latency is measured on an RTX2080 GPU. The
result is shown in Table 6.

One category for comparison is DNN-based encoder-
decoder ISPs. The problem with the DNN ISP is that
there are no input and ground truth pairs to train them. As
pointed out in [33], creating clean ground truth for chal-
lenging noisy/blurry environment data is difficult. So, three
kinds of DNN ISPs are tried. One is UNet(s); an UNet [306]
based ISP, and the ISP and detector are trained end-to-end
from scratch. It means that the ISP is trained only with the
detection loss. The second is AW+sGM-+UNet(f); a fixed
state-of-ther-art UNet ISP trained for dark environments
[33] is used following auto-white balance (AWB) and sim-
ple gamma (sGM). The AWB and sGM are identical to the
preprocessing pipeline of the trained UNet. In this setting,
the UNet ISP is trained with paired data for dark environ-
ments proposed in [33]. The third is AW+sGM+UNet(p);
end-to-end training is performed from the pre-trained UNet
ISP’s weight to tune it to the target sensor and downstream
detector.

The other category is classical function-based ISPs. As
for Neural AE, we do not convert the images to those taken
with lower-quality sensors as the original paper did to make
a fair comparison and use our ISP functions because the de-
tails are missing. Comparing DNN ISP and classical ISPs,
the tuned classical ISPs outperform the existing state-of-
the-art DNN ISPs in challenging environments despite the
low computational cost. One of the reasons should be the
lack of paired data for the target dataset to train the DNN
ISPs, but it is difficult to create ground truth images for
challenging RAW data. ISPs that do not require paired
data and can be optimized with downstream task loss must
be useful. As to NeuralAE [30], we try two of its pro-
posed encoders, Semantic Feature Branch and Global Fea-
ture Branch. Our Global Feature Branch implementation
uses the histc() function implemented in Pytroch [31] to
generate multiple histograms of the image, but it is time-
consuming. So we only use Semantic Feature Branch in
our method. We also tried further tuning from the well-
trained diff. tuning (GM) [30] weight using Hardware-in-
the-loop [45], but it did not improve accuracy due to over-
fitting the training data. Although we use vanilla CMA-ES
in the Hardware-in-the-loop due to the missing information
about the modifications, it should be no problem since only
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Table 6. Comparison with state-of-the-arts. C' and H are the computational cost of the ISP and generating histograms of an image.

ISP GFLOPS #params [M] latency [ms] w/o detector [ms] AP [%]
w/o ISP 13.63 14.20 7.0 0.0 32.8
DNN UNet(s) 21.96 21.96 13.8 6.8 28.7
based AWB-+sGM-+UNet(f) [33] 21.96+C 21.96 14.2 7.2 17.3
AWB-+sGM-+UNet(p) [33] 21.96+C 21.96 14.2 7.2 42.0
sRGB (black box ISP) 13.63 14.20 - - 38.4
diff. tuning (ISP=DN+SN+GM+CS) [45] 13.63+C 14.20 25.84 18.84 45.1
classical Neural AE (ISP=DN+SN+GM+CS) [30] 13.65+C 15.66 26.08 19.04 45.2
function Neural AE (ISP=GM)é [30] 13.65+C+H 15.66 8.4 1.4 47.0
based Hardware-in-the-loop [27] 13.63+C 14.20 8.1 1.1 47.1
diff. tuning (ISP=GM) [45] 13.63+C 14.20 8.1 1.1 48.3
Neural AE (ISP=GM)t [30] 13.65+C+H 15.66 18.3 11.3 48.5
Neural AE (ISP=GM) [30] 13.65+C 15.66 8.4 1.4 48.6
dynamic ours (ISP=GM) 13.65+C 15.66 8.3 1.3 49.1
ours (ISP=DN+SN+GM+CS) 13.65+C 15.76 27746 20.78 49.6

&: The original augmentation in stead of Rawgment[45] is used.

t: Full version of NeuralAE including Global Feature Branch, which is a histgram-based encoder to support Semantic Feature Branch.

#&: Our implementations of DN and SN have a lot of duplicate calculations and are not optimized.

three parameters in the GM function are the target for the
optimization.

Comparing ours with both categories, our method
achieves the best accuracy in spite of the low computa-
tional cost. Especially, compared with diff. tuning, ours
further improved detection accuracy with a little computa-
tional gain. While our computational cost and inference
speed are almost unchanged compared to static ISP (diff.
tuning), the number of parameters is increased. This is be-
cause the fully connected layers whose channel sizes are
1024 in the Semantic Feature Branch have many param-
eters despite a few computational costs. If the target de-
vice is constrained by the number of parameters, we can
reduce their channel sizes. It is not a bottleneck, but an
enough large value of 256 is also set for the channel size for
latent variable in LU since the computational cost hardly
increases. Although Neural AE also controls the exposure
function, it is a simple function. Instead, ours enables the
control of complicated functions and yields more suitable
images for the downstream detector like Fig. 4.

4.4. Low Light Image Recognition

We evaluate on the public LODDataset [ 14]. The experi-
mental settings are almost identical to [14] using CenterNet
[50] as a detector. The only one difference is that we apply
wider contrast augmentation from 1/100 to 1/10 since the
dataset is captured with 1/100 to 1/10 times of default ISO
and our input are not normalized with the ISO factor. Fol-
lowing [14], we use simulated RAW-like images converted
from COCO Dataset [ 18] using UPI [2] as a training dataset
and use real RAW images as a test dataset. AG, GM, and CS
are used for the ISP as this combination is deemed effective

for LODDataset. It might be because this dataset is not so
much darker than the darkest image in the human detection
dataset.

As shown in Table 7, our method achieves significant
improvement from the state-of-the-arts. The dynamic con-
trol may mitigate the domain gap between real RAW im-
ages and simulated RAW-like images. Because the control
is based on what the detector felt and reacted to the input
image, it automatically self-adjusts and closes the domain
gap. Our method outperformed NeuralAE by a large mar-
gin by enabling the control of complex ISP functions. More
results are listed in the supplemental material.

Table 7. Evaluation on LODDataset trained with simulated RAW-
like data converted from COCO Dataset [ 1 8]. Note that Neural AE
and ours are compared with the same ISP combinations. NeuralAE
always applies AE outside ISPs, but it works samely with AG on
the software computation.

\ AP@0.5:0.95
as is 14.3
SID [4] 16.2
Zero DCE [9] 21.6
REDI [17] 25.4
H. Yang et. al. [14] 28.8
diff. tuning ISP=GM) [45] 33.0
Neural AE (ISP=GM)[30] 33.7
Neural AE ISP=GM+CS)[30] 30.6
ours (ISP=GM) 43.6
ours (ISP=AG+GM+CS) 44.0
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5. Conclusion

We propose DynamicISP, a method to dynamically con-
trol parameters of the ISP functions per image, which is
beneficial to recognition in various environments. Although
they are classical functions, the dynamic control compen-
sates expressive power. Our controller is based on how
the downstream recognition model reacted and desired at
the previous time step. The control is realized with the
proposed residual output format of parameters, latent up-
date style controller, and parameter initializer. Finally, we
achieve state-of-the-art detection results with efficient com-
puting costs for detection in various environments. We be-
lieve DynamicISP will enhance many other computer vision
tasks, such as image classification, keypoint detection, and
segmentation. Furthermore, the proposed controller might
enhance other modal tasks like sound recognition and natu-
ral language processing.
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