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Abstract

Scene Graph Generation (SGG) aims to extract <sub-
ject, predicate, object> relationships in images for vision
understanding. Although recent works have made steady
progress on SGG, they still suffer long-tail distribution is-
sues that tail-predicates are more costly to train and hard to
distinguish due to a small amount of annotated data com-
pared to frequent predicates. Existing re-balancing strate-
gies try to handle it via prior rules but are still confined to
pre-defined conditions, which are not scalable for various
models and datasets. In this paper, we propose a Cross-
modal prediCate boosting (CaCao) framework, where a
visually-prompted language model is learned to generate
diverse fine-grained predicates in a low-resource way. The
proposed CaCao can be applied in a plug-and-play fash-
ion and automatically strengthen existing SGG to tackle
the long-tailed problem. Based on that, we further in-
troduce a novel Entangled cross-modal prompt approach
for open-world predicate scene graph generation (Epic),
where models can generalize to unseen predicates in a zero-
shot manner. Comprehensive experiments on three bench-
mark datasets show that CaCao consistently boosts the per-
formance of multiple scene graph generation models in a
model-agnostic way. Moreover, our Epic achieves compet-
itive performance on open-world predicate prediction. The
data and code for this paper are publicly available.1

1. Introduction
Scene graph generation (SGG) aims to detect visual re-

lationships in real-world images, which consist of the sub-
ject, predicate, and object (i.e., subject: flag, predicate: dis-
played on, object: screen in Figure 1 (a)). Since scene
graphs bridge the gap between raw pixels and high-level vi-
sual semantics, SGG has been widely used in a variety of vi-
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Figure 1. Illustration of handling long-tail distribution prob-
lem by cross-modal predicate boosting in Visual Genome. (b)
and (c) show scene graphs enhanced by visual knowledge gen-
erating more informative predicates in long-tail distribution. (d)
indicates the imbalance of predicates due to the long-tailed distri-
bution in the training set. (e) For prediction of scene graph rela-
tionships (PredCls), our CaCao framework can obtain consistent
improvement on both head predicates and tail predicates.

sual scene analysis and understanding tasks [3, 29, 31, 30],
such as visual question answering [20, 15], image caption-
ing [63, 54], and 3D scene understanding [14, 61].

Recently, various methods [4, 59, 58, 48, 55, 53, 7]
have been proposed to improve the SGG performance, but
still tend to predict frequent but uninformative predicates
due to the long-tailed distribution of predicates in SGG
datasets [52, 33, 56]. In a way, those approaches degenerate
into a trivial solution, which undermines the application of
SGG. As shown in Figure 1 (d), in the Visual Genome [52],
the top 20% of predicate categories account for almost 90%
of samples, while other tail fine-grained predicates lack suf-
ficient training data. Accordingly, the PredCls recalls of
SGG models on those tail predicates are remarkably lower
than head predicates, as demonstrated in Figure 1 (e).

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Prior works have been proposed in recent years to al-
leviate the bias caused by the long-tail distribution based
on causal rules [47, 32], reweighting [48, 51, 56] and
resampling strategy [2, 53, 33] gradually. Nevertheless,
these methods still require careful tuning of additional
hyper-parameters, such as sampling frequency and category
weight. They are sensitive to different architectures and
data distributions, which are not flexible for real-world sit-
uations. Another alternative way is to increase the number
of tail predicates in training. IETrans [60] uses internal re-
lation correlation to enhance the existing dataset. However,
these methods rely on the prior distribution of source data
and only work in specific pre-defined conditions. Such a
manner based on hand-designed rules covers only limited
categories, which is time-consuming and unscalable.

In this paper, we propose a Cross-modal prediCate
boosting (CaCao) framework, which leverages the exten-
sive knowledge from the pre-trained language models to
enrich the tail predicates of scene graphs in a low-cost and
easily scalable way. Our fundamental intuition is that lan-
guage models gain extensive knowledge about informative
relationships from massive text corpus during general sen-
tence pre-training (i.e. Large silver airplane parked outside
an airport with a pilot sitting in it that has come back from
a mission, while the pilot gets some rest.) [44, 46]. While
the pre-trained language models contain diverse relational
knowledge, it is non-trivial to elicit this knowledge from
them to scene graph generation. First, there is a significant
modality gap in migrating extensive linguistic knowledge
into scene graph predicate prediction since such large-scale
language models are ‘blind’ to visual regions. An alterna-
tive way is to use vision-language pre-training (VLP) mod-
els. However, VLP models are mainly trained by image-text
contrastive learning, lacking the delicate language ability to
generate fine-grained predicate category words. Second, a
predicate type might correspond to many different linguistic
expressions (e.g., he “walks through” / “is passing through”
/ “passed by” a street may correspond to the same predi-
cate). Without considering such semantic co-reference phe-
nomenon, the adapted language model for predicate gener-
ation can easily collapse to monotonic predictions.

To address the above challenges, we first introduce a
novel cross-modal prompt tuning approach, which enables
the language model to subtly capture visual context and
predict informative predicates as masked language model-
ing, called the visually-prompted language model. As for
semantic co-reference, we further present an adaptive se-
mantic cluster loss for prompt tuning, which models the se-
mantic structures of diverse predicate expressions and adap-
tively adjusts the distribution to inhibit excessive enhance-
ment of specific predicates during boosting process, thus
rendering a diverse and balanced distribution. Moreover,
we introduce a fine-grained predicate-boosting strategy to

extend the existing dataset with the informative predicates
generated by our visually prompted language model. From
the comprehensive view of Figure 1 (e), our CaCao can
greatly improve the SOTA models’ performance in a plug-
and-play way, where PredCls of most predicates are con-
sistently increased by 30% in the purple bar than the blue.

From a more general perspective, our CaCao can not
only effectively alleviate the long-tail distribution problem
even in large-scale SGG but also generalize to open-world
predicates by leveraging the generalizability of human lan-
guage. Inspired by the impressive zero-shot performance
of vision-language pre-training models [42, 26, 22], which
utilize the generalizability of human language for zero-shot
transfer, we replace the traditional fixed predicate classifi-
cation layer with category-name embedding and use the di-
verse predicates generated by our CaCao to learn general
and transferable predicate embeddings. Specifically, we
propose a novel Entangled cross-modal prompt approach
for open-world predicate scene graph generation (Epic),
where the entangled cross-modal prompt alternately tinkers
with the predicate representation, making the scene graph
model aware of the abstract interactive semantics.

Surprisingly, without using any ground-truth annotations
and only with the informative relations generated by our Ca-
Cao framework, our Epic achieves competitive performance
on the open-world predicate learning problem.

Our main contributions are summarized as follows:

• We propose a novel Cross-modal prediCate boost-
ing (CaCao) framework, where a visually-prompted
language model is learned to enrich the existing dataset
with fine-grained predicates in a low-resource and
scalable way.

• Our CaCao can be applied to SOTA models in a plug-
and-play fashion. Experiments over three datasets
show steady improvement in standard SGG tasks,
demonstrating a promising direction to automatically
boosting data by large-scale pre-trained language mod-
els rather than time-consuming manual annotation.

• In addition, we introduce Entangled cross-modal
prompt approach for open-world predicate scene graph
generation (Epic) to explore the expansibility of Ca-
Cao for unseen predicates, and validate its effective-
ness with comprehensive experiments.

2. Related Work

Scene Graph Generation. Current scene graph genera-
tion is still far from practical since it suffers from long-
tail distribution of predicates [59, 48, 4]. Recently, resam-
pling [2, 33] and reweighting [51, 56] and causal rule-based
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Figure 2. Illustration of our proposed Cross-Modal Predicate Boosting framework. Visually-Prompted Language Model is designed to
exploit linguistic knowledge from pre-trained language models and migrate it into scene understanding via visual cues. The right subfigure
shows the detail of the visually-prompted language model. Fine-Grained Predicate Boosting uses informative fine-grained predicates to
boost the existing scene graph dataset for standard SGG and open-world predicate SGG in a model-agnostic way.

methods have been proposed to alleviate the biased predic-
tion in the training stage. On the other hand, some ap-
proaches aim to balance long-tailed distribution classifica-
tion following specific class distribution [62, 7]. Since the
predicates in scene graphs are highly relevant to the context,
the direct enhancement methods based on class distribution
are inapplicable for the balanced scene graph generation.
Hence, [55, 60] utilize visually relevant relationships from
external knowledge bases to address the long-tail predicate
problem. However, previous approaches require additional
hyper-parameters or hand-designed enhancement rules lim-
ited to pre-defined scene graphs. In this work, we propose
a predicate-boosting framework that can flexibly enhance
SGG datasets with diverse fine-grained predicates.

Language Model Prompting. Recently, researchers find
that large-scale pre-training models contain rich knowledge
and exhibit remarkable generalization capabilities for var-
ious downstream tasks [11, 28, 57, 26], thereby achiev-
ing comparable performance with only little parameter-
tuning [35, 41, 25, 19]. We are also immensely motivated by
recent PET work [44], even though it primarily focuses on
a semi-supervised situation with many unlabeled instances.
FROZEN [50] and BLIP-2 [27] first explore few-shot learn-
ing in the multi-modal setting with frozen language models
since vision and language can be attended by a unified at-
tention map [22]. However, these naive prompting methods
fail to align complex predicate semantics (i.e., ambiguity
and co-reference issues) due to their coarse-grained train-
ing paradigm. We differ from prior works by introducing
the first LM with adaptive semantic cluster loss that can dis-

tinguish complex predicate semantics from a linguistic per-
spective, thus efficiently aligning fine-grained visual cues in
scene graphs.
Zero-shot Scene Graph Generation. Current zero-shot
SGG methods mainly focus on the generalization of re-
lation combination [38, 47, 21, 13] or only roughly gen-
eralize to new categories based on category name simi-
larity [12]. However, they fail to effectively handle the
intricate and unseen predicates encountered in real-world
scenarios. He et al. [17] first introduce open-vocabulary
scene graph generation and attempt to predict unseen ob-
jects through representation-encoding. But it still cannot
transfer to other SGG tasks well because of the enormous
cost of dense-caption pre-training. Here we introduce a
novel entangled cross-modal prompt to explore the exten-
sibility of CaCao in open-world predicate scene graph gen-
eration without costly pre-training.

3. Cross-Modal Predicate Boosting
As illustrated in Figure 2, our Cross-modal prediCate

boosting (CaCao) framework mainly consists of three com-
ponents: 1) First, the visually-prompted language model
thoroughly exploits linguistic knowledge from pre-trained
language models and migrates it into fine-grained predi-
cates generation. 2) Then, adaptive semantic cluster loss is
proposed to address the semantic co-reference problem in
the visually-prompted language model by diverse predicate
expression modeling and adaptive adjustment for predicate
enhancement. 3) Finally, fine-grained predicate boosting
uses these enhanced predicates to alleviate the long-tailed
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problem of SGG in a model-agnostic way. Furthermore,
CaCao can provide various predicates for Epic to achieve
open-world SGG. We will elaborate on Epic in Section 4.

3.1. Preliminaries

Scene Graph Generation. In SGG, we try to locate all
objects in the image and predict predicates between them
to construct scene graphs. Concretely, given an image I ,
a scene graph G = (O,R) corresponding to I has a set of
objects O = (oi)

No

i=1, bounding boxes B = (bi ∈ R4)and a
set of relationship relationships R = (si, pi, oi)

Nr
i=1, si, oi ∈

O with different predicate labels pi ∈ P , where No and Nr

are the number of all objects and relationships, respectively.

3.2. Visually-Prompted Language Model

Although several weakly-supervised approaches im-
prove visual relation modeling via specific knowledge
bases [58, 45, 55, 60], they require hand-designed rules and
have limited generalization ability. As a result, these meth-
ods can only enhance specific predicates and cannot flexibly
improve tail predicate prediction in various setups. Thus,
we attempt to utilize the linguistic knowledge of pre-trained
language models to boost fine-grained predicates in a low-
resource way and make language models aware of scenes
through visual prompts, as shown in the visually-prompted
language model module of CaCao in Figure 2 (a).
Visually-Prompted Templates. Due to the modality gap
between linguistic knowledge and visual content, lan-
guage models cannot directly perceive the visual relation-
ships in the scene graph. To better utilize visual seman-
tics, we propose the visually-prompted template containing
both visual and textual information, which is designed as
X=“[visually-prefixed prompts] [P] [SUB][MASK][OBJ]”,
where [visually-prefixed prompts] is an image-conditioned
token generated by a transformation layer hθ from specific
visual features and [P] indicates learnable textual prompt
for efficient text prompt engineering. During training, we
feed our visually-prompted templates into frozen language
models to predict correct predicates at the masked position
and only update the textual prompt [P] together with the pa-
rameters θ in the visual projection layer hθ.
Cross-Modal Prompt Tuning aims to predict correct fine-
grained predicates at the masked position based on cross-
modal contexts from X by optimizing visually-prompted
templates. We randomly collect 80k image-caption pairs
from the web (i.e., CC3M, COCO caption), which contain
nearly 2k categories of predicates but with much noise of
simple predicates. We further design heuristic rules (e.g.,
corpus co-occurrence frequency) to filter out uninforma-
tive (on, near) and infrequent (kneeling by) predicates au-
tomatically instead of handling them manually. We finally
obtain 585 categories of predicates, nearly covering most of
the common situations in the real world. During training,

we use a softmax classifier to predict the predicate tokens.
Formally, we define ϕ(yi) as a K-dimension one-hot label
to represent each predicate category Yi (suppose there are
K predicate categories in total). Given the probability dis-
tribution ψ(yi|Xi) at the masked position for each input Xi

and the corresponding predicate label ϕ(yi), we can opti-
mize visually-prompted templates as well as the predicate
classifier by the Cross-Entropy Loss as follow:

L = −
Np∑
i=1

ϕ(yi)log(ψ(yi|Xi)) , (1)

where Np represents the number of predicates for prompt
tuning. Note that we only update the parameters of the
visual-linguistic projection layer, as shown in Figure 2 (b).

3.3. Adaptive Semantic Cluster Loss

Although visually-prompted templates partially alleviate
semantic ambiguity through instance-conditioned hints, it
still suffers from semantic co-reference among predicates,
where the same predicate semantic might have multiple lin-
guistic expressions shown in Appendix C. Thus, we fur-
ther design an adaptive semantic clustering loss (ASCL) to
refine diverse predicate semantic expressions through syn-
onym clustering structures and context-aware labels. Addi-
tionally, it adaptively suppresses excessively boosted cate-
gories based on the distribution of predicates, thus facilitat-
ing more various predicate distributions in CaCao.

Specifically, we first represent predicates as the average
of the BERT [8] embedding vectors of its associated triples
due to the strong dependency between triplets in complex
scenes. We then cluster these predicates using K-means
and initialize the number of centroids based on the similar-
ity threshold between each predicate. During training, we
employ semantic-synonym labels to reduce the penalty for
predicates in the same cluster to prevent highly correlated
predicates from over-suppressing. The objective is then ad-
justed by context-aware label and semantic-synonym label
as follows:

−min

Np∑
i=1

Eϵ

[
ϕ(yi)︸ ︷︷ ︸

context-aware label

+

∑
j∈Ci

ϵi,j
|Ci|

ϕ(yj)︸ ︷︷ ︸
semantic-synonym label

]
log(ψ(yi|Xi)) ,

(2)

where ϵi,j is the correlation coefficient between the predi-
cate yi and other related predicates yj in its same clusterCi.
|Ci| represents the number of predicate categories in it.

Furthermore, we observe that assigned predicate aug-
mentation fails to adequately accommodate the dynamic
distribution of predicates, leading to the excessive boost-
ing of some specific predicates that destroys diversity. To

21563



address this issue, we set the adaptively re-weighting fac-
tor to dynamically adjust the boosting ratio of each predi-
cate based on its proportion during training. We then adjust
weights for each category in ASCL as follows:

ψ(yi|Xi) =
ezi∑K

j=1 ωijezj
, ωij = δ

zj
zi

· nj
ni

, (3)

where {zi}Ki=1 and {ni}Ki=1 represent the predicted logit
and the initial number of each predicate category Yi, re-
spectively. ωij denotes the adaptively re-weighting factor
concerning dynamic distribution between the target boosted
predicate of index i and other predicates of index j. δ is
a hyper-parameter representing prediction margins. When
boosting one predicate enough, we will restrain its enhance-
ment by reducing ωij , guaranteeing the distribution of gen-
erated predicates to be balanced and diverse.

∂Li

∂zj
=

(zj + 1) · δnj

zini
ezj∑K

k=1 ωikezk
+

[
ϵi,je

zj∑K
k=1 ωjkezk

− ϵi,j

]
︸ ︷︷ ︸

≤0,j∈Ci

, (4)

Eq. 4 shows the negative gradient for predicate category
Yj . The penalty imposed on negative category Yj is dy-
namically adjusted as zj changes. Furthermore, if the neg-
ative category Yj is related to the positive predicate Yi, i.e.,
j ∈ Ci, we will reduce its punishment to encourage the di-
versity of CaCao. Finally, it results in an adaptively boost-
ing process to promote predicate diversity in CaCao.

3.4. Fine-Grained Predicate Boosting

Although we obtain abundant fine-grained predicates
from CaCao, it is not straightforward to directly boost them
into the target scene graph due to category inconsistencies
with the predicates in the target scene graph. To address
this limitation, we propose a fine-grained predicate boost-
ing stage to effectively map open-world predicates to target
categories, guaranteeing the smooth alignment of the en-
hanced predicates with the target scene graph.

Specifically, we establish a simple hierarchy structure
of target predicate categories based on lexical analysis and
map fine-grained predicates to the target category at each
level by cosine similarity of triplet-level embedding. We
then select the least frequent category from the mapped can-
didate target predicates as the final predicate. Note that we
only boost unlabeled object pairs that overlap in the scene
graph to preserve the original semantics. We will explore
more complex structures in the future.

Given the existing scene graph dataset with |N | labeled
samples, our CaCao can generate extra training data D au-
tomatically in a low-resource way and flexibly extend the
current dataset by fine-grained predicate boosting. Finally,
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Figure 3. Illustration of our proposed Entangled cross-modal
prompt approach for open-world predicate scene graph genera-
tion (Epic). It guides the model to learn the unified embedding of
predicates by two complementary prompts in an associative way.

we retrain the refined SGG models with enhanced data
N̂ = (N ,D) for a more balanced prediction. We then for-
mulate the learning problem as follows:

min
θ

1∣∣∣N̂ ∣∣∣
|N̂ |∑
i=1

L(Ni; θ) , (5)

where L(Ni; θ) denotes the loss function of the learning
procedure during the standard scene graph generation.

4. Open-World Predicate SGG
Since CaCao can generate fine-grained predicates, it can

provide extra unseen data for open-world generalization.
However, open-world predicate SGG has two extra chal-
lenges: (a) understanding multi-level semantics of images
and triplets; (b) aligning novel predicate semantics into vi-
sual and textual contexts. To this end, we propose a novel
Entangled cross-modal prompt approach for open-world
predicate scene graph generation (Epic). With the help of
Epic, we can fully exploit the potential of CaCao and extend
it into open-world predicate SGG, as shown in Figure 3.
Open-World Predicate SGG Backbone. A straightfor-
ward way to predict unseen classes in an open world is re-
placing the fixed classifier with unified embeddings [42].
Let x be the region embedding generated by the visual en-
coder and {pi}Ki=1 be a set of relation embeddings produced
by the text encoder, p∗ is the embedding of the correct pred-
icate. The loss for open-world predicate SGG is then,

Lopen = −log
exp(sim(x, p∗)/τ)∑K
i=1 exp(sim(x, pi)/τ)

, (6)

where p∗ is the matched relation embedding and sim(·, ·)
denotes the cosine similarity. τ is a temperature parameter.
Entangled Cross-Modal Prompt. Moreover, we notice
that predicate semantics and image regions are closely re-
lated to visual and textual contexts. For example, “man
on chair” and “shirt on chair” represent different seman-
tics even though they correspond to the same image re-
gion in Figure 1 (a); “man” and “horse” may correspond
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to different predicates “riding” or “holding” in different vi-
sual contexts. Inspired by the remarkable performance of
prompts [36, 34, 64], we introduce entangled cross-modal
prompts for text encoder and image encoder to alleviate the
above problems. Let hθ1(·), hθ2(·) represent the the text-
to-image and image-to-text projection, respectively in Fig-
ure 3. The predicate probability is then computed as:

P (p∗|x) = exp (sim (fx (p∗), tp∗ (x))/τ)∑K
i=1 exp (sim (fx (pi), tpi (x))/τ)

, (7)

where fx (pi) is conditional region embedding based on
text-aware prompt hθ1(pi) and tpi

(x) is conditional re-
lation embedding based on image-aware prompts hθ2(x).
During training, we only update the projection parameters
(θ1; θ2) to preserve the pre-trained language-vision model’s
capability for open-world predicate generalization.

5. Experiment

5.1. Dataset and Evaluation Settings

Datasets. We evaluate our proposed method for scene
graph generation on the popular VG-50 benchmark similar
to previous works [24, 52, 47, 48, 59], which consists of 50
predicate classes and 150 object classes. Furthermore, we
explore more challenging datasets (i.e. GQA-200 [18, 23],
VG-1800 [60]) where predicates are more diverse to vali-
date CaCao’s generalization ability in large-scale scenarios.
Data Split. For the standard SGG setting, we adopt a
widely used data split following previous works [47, 59, 23]
and expand to large-scale SGG datasets. we divide the
dataset into 70% training set, 30% testing set, and addi-
tional 5k images for parameter tuning. For the open-world
predicate SGG setting, we first establish the related depen-
dencies from Chen et al [5]. We then randomly select 70%
classes from each predicate level and assign them into the
base set for training and the rest 30% classes that contain
rare predicates (e.g., painted on, flying in) into the novel set
for evaluation similar to other zero-shot tasks [1, 21, 17].
To avoid disclosure of the unseen predicates, we remove all
relations that contain novel predicates in the training set.
Evaluation and Metrics. Following recent works [60, 39],
we evaluate our model on three widely used SGG tasks:
PredCls, SGCls, and SGDet. Since the Recall@K of all
predicates could be easily affected by biased distribution, it
cannot precisely evaluate models’ performance on long-tail
distribution SGG. Thus, we use Mean Recall@K (mR@K)
to evaluate the performance of SGG models on the whole
category set. We further introduce a detailed metric Tail-
R@K (Recall@K among tail 50% predicates) to better as-
sess those tail predicates, as these predicates typically pro-
vide more information for image understanding. Besides,
we use Recall@K of base predicates, novel predicates, and

mean Recall@K of total predicates to evaluate the general-
ization ability of our method on open-world predicate SGG.

5.2. Implementation Details

Visually-Prompted Language Model. We use ViT [10] as
the image encoder and set a transformer layer with the 768
embedding size to obtain visually-prefixed prompts. We set
the length of visual prompts as 50 and set 10 learnable to-
kens as textual prompts [P] for textual alignment. We use
BERT [8] as the language model to predict target predicates
and train the model for 15 epochs with batch size of 32. We
use AdamW [37] to optimize the model and set the basic
learning rate as 3e-4 with a weight delay of 0.0004. Fur-
thermore, the prediction margin δ is set as 9.0.
Object Detector. Following previous works[47, 48, 33],
we use a pre-trained Faster R-CNN [43] with ResNet-101-
FPN [16] as our backbone and train it on VG-50 dataset
with SGD as the optimizer. We then fix the parameters of
the object detector during standard SGG training.
Scene Graph Generation. We follow almost the frame-
work of the SOTA unbiased SGG method [39], the only
difference is that we integrate the enhanced triplets derived
from CaCao into SGG training, thereby directing more at-
tention towards tail predicates without any extra costs. Fol-
lowing [47], SGG models are trained with Cross-Entropy
Loss and SGD optimizer by initial learning rate as 1e-3,
and batch size as 16. Besides, we train SGG models with
16000 batch iterations for all sub-tasks. For the GQA-200
and VG-1800 datasets, we adjust the training batch itera-
tions to 80000 for further training in large-scale SGG.

For open-world predicate SGG, we use CLIP [42] as the
backbone to obtain region embedding and predicate embed-
ding. The text-to-vision and vision-to-text projections are
two-layer structures (Linear-ReLU-Linear) with the model
dimension d = 512 to get the conditional prompts. We set
the length of the vision-aware prompt to 4 and the length of
the text-aware prompt to 2. Then we use the InfoNCE [40]
loss and set the temperature as 0.9 with the batch size of 4
to learn the representation of predicate categories.

5.3. Comparison with State of the Arts

We report the results of our CaCao and other general
SGG models for the VG-50 benchmark shown in Table 1.
Based on the observation of experimental results, we have
summarized the following conclusions:

Our CaCao framework can be flexibly equipped to
different baseline models. We incorporate our CaCao
into three backbone models for evaluation, including Mo-
tif [59], VCTree [48], and Transformer [47]. Despite the
model diversity, our CaCao can consistently improve all
baseline models’ mR@K performance for all tasks that Mo-
tif+CaCao (38.9% v.s. 16.2%), VCTree+CaCao (40.8% v.s.
16.1%) and Transformer+CaCao (43.7% v.s. 17.6%) for
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Model Type Methods Predicate Classification Scene Graph Classification Scene Graph Detection
Tail-R@20/50/100 ↑ mR@20/50/100 ↑ Tail-R@20/50/100 ↑ mR@20/50/100 ↑ Tail-R@20/50/100 ↑ mR@20/50/100 ↑

Specific

BGNN [33] -/- - / 30.4 / 32.9 -/- - / 14.3 / 16.5 -/- - / 10.7 / 12.6
PCPL [53] -/- - / 35.2 / 37.8 -/- - / 18.6 / 19.6 -/- - / 9.5 / 11.7
SVRP [17] -/- - / 24.3 / 25.3 -/- - / 12.5 / 15.3 -/- - / 10.5 / 12.8
DT2-ACBS [7] -/- 27.4 / 35.9 / 39.7 -/- 18.7 / 24.8 / 27.5 -/- 16.7 / 22.0 / 24.4

One-stage SSRCNN [49] -/- -/- -/- -/- 10.4 / 16.3 / 19.1 13.7 / 18.6 / 22.5
+CaCao (ours) -/- -/- -/- -/- 13.6 / 18.0 / 21.2 14.1 / 18.7 / 23.1

M
od

el
-A

gn
os

tic
st

ra
te

gy

Motif [59] 10.2 / 13.3 / 14.4 12.1 / 15.2 / 16.2 5.8 / 6.8 / 7.3 7.2 / 8.7 / 9.3 4.8 / 6.0 / 7.3 5.1 / 6.5 / 7.8
Resample +Resample [2] -/- 14.7 / 18.5 / 20.0 -/- 9.1 / 11.0 / 11.8 -/- 5.9 / 8.2 / 9.7

Reweight +Reweight [51] 16.7 / 26.3 / 31.0 18.8 / 28.1 / 33.7 8.9 / 11.8 / 14.1 10.7 / 15.6 / 18.3 8.6 / 12.1 / 14.6 7.2 / 10.5 / 13.2
+FGPL [39] 26.7 / 33.3 / 35.7 24.3 / 33.0 / 37.5 16.8 / 19.1 / 19.9 17.1 / 21.3 / 22.5 12.4 / 16.5 / 19.3 11.1 / 15.4 / 18.2

Causal Rule +TDE [47] -/- 18.5 / 25.5 / 29.1 -/- 9.8 / 13.1 / 14.9 -/- 5.8 / 8.2 / 9.8

Data Enhancement

+Only Caption Relations 16.7 / 20.5 / 21.8 15.2 / 19.8 / 21.2 8.1 / 9.6 / 10.1 8.0 / 9.8 / 10.5 5.3 / 7.7 / 9.4 6.0 / 8.2 / 10.0
+VisualDS [55] 11.3 / 14.5 / 16.3 13.1 / 16.1 / 17.5 5.9 / 7.0 / 8.3 7.6 / 9.3 / 9.9 5.1 / 6.8 / 7.8 5.4 / 7.0 / 8.3
+DLFE [6] -/- 22.1 / 26.9 / 28.8 -/- 12.8 / 15.2 / 15.9 -/- 8.6 / 11.7 / 13.8
+IETrans [60] 27.3 / 31.3 / 33.2 30.2 / 35.8 / 39.1 13.5 / 15.5 / 16.1 18.2 / 21.5 / 22.8 9.2 / 12.3 / 14.3 12.0 / 15.5 / 18.0
+CaCao (ours) 31.4 / 36.1 / 37.6 30.9 / 37.1 / 38.9 17.3 / 19.7 / 20.5 20.4 / 23.3 / 24.4 13.9 / 18.4 / 21.6 12.6 / 17.1 / 20.0

VCTree [48] 9.9 / 13.0 / 14.0 11.7 / 14.9 / 16.1 6.2 / 7.4 / 7.9 9.1 / 11.3 / 12.0 4.3 / 6.1 / 7.2 5.2 / 7.1 / 8.3

Reweight +Reweight [51] 23.9 / 30.7 / 33.7 19.4 / 29.6 / 35.3 12.2 / 14.9 / 16.1 13.7 / 19.9 / 23.5 8.4 / 12.2 / 14.7 7.0 / 10.5 / 13.1
+FGPL [39] 32.2 / 36.8 / 38.2 30.8 / 37.5 / 40.2 23.5 / 26.5 / 27.5 21.9 / 26.2 / 27.6 13.5 / 17.4 / 20.4 11.9 / 16.2 / 19.1

Causal Rule +TDE [47] -/- 18.4 / 25.4 / 28.7 -/- 8.9 / 12.2 / 14.0 -/- 6.9 / 9.3 / 11.1

Data Enhancement

+Only Caption Relations 16.2 / 20.3 / 21.7 14.7 / 19.3 / 20.9 8.0 / 9.8 / 10.4 8.2 / 10.1 / 10.8 6.0 / 8.0 / 9.7 5.5 / 7.8 / 9.5
+DLFE [6] -/- 20.8 / 25.3 / 27.1 -/- 15.8 / 18.9 / 20.0 -/- 8.6 / 11.7 / 13.8
+IETrans [60] 27.3 / 31.6 / 33.0 31.7 / 37.0 / 39.7 11.6 / 13.6 / 14.3 18.2 / 19.9 / 21.8 9.0 / 11.8 / 13.7 9.8 / 12.0 / 14.9
+CaCao (ours) 33.1 / 37.5 / 38.9 33.8 / 39.0 / 40.8 23.8 / 27.2 / 28.2 23.8 / 27.5 / 28.7 14.6 / 19.4 / 22.6 11.8 / 16.4 / 19.1

Transformer [47] 10.8 / 13.5 / 14.6 12.4 / 16.3 / 17.6 8.8 / 10.3 / 11.8 8.7 / 10.1 / 10.7 5.3 / 7.3 / 8.8 5.8 / 8.1 / 9.6

Reweight +Reweight [51] 19.9 / 26.0 / 28.4 19.5 / 28.6 / 34.4 9.5 / 12.6 / 13.4 11.9 / 17.2 / 20.7 7.0 / 10.3 / 12.4 8.1 / 11.5 / 14.9
+FGPL [39] 26.6 / 33.6 / 36.0 27.5 / 36.4 / 40.3 17.0 / 19.9 / 20.1 19.2 / 22.6 / 24.0 13.1 / 17.0 / 19.8 13.2 / 17.4 / 20.3

Data Enhancement
+Only Caption Relations 16.1 / 19.4 / 20.8 15.0 / 19.3 / 20.9 8.3 / 9.9 / 10.5 8.6 / 10.6 / 11.2 6.4 / 8.9 / 10.6 6.0 / 8.4 / 10.4
+IETrans [60] 27.5 / 32.0 / 33.7 29.1 / 35.0 / 38.0 14.1 / 16.2 / 16.7 17.9 / 20.8 / 22.3 11.6 / 14.9 / 17.6 11.7 / 15.0 / 18.1
+CaCao (ours) 31.7 / 35.7 / 37.0 36.2 / 41.7 / 43.7 19.0 / 22.2 / 23.3 21.1 / 24.0 / 25.0 14.1 / 18.7 / 21.9 13.5 / 18.3 / 22.1

Table 1. Performance (%) of our method CaCao and other baselines with different model types on the VG-50 dataset.

Model PredCls mR@50/100 SGCls mR@50/100 SGDet mR@50/100

G
Q

A
-2

00

Motif [59] 16.4 / 17.1 8.2 / 8.6 6.4 / 7.7
Motif + GCL[9] 36.7 / 38.1 17.3 / 18.1 16.8 / 18.8

Motif + CaCao (ours) 37.5 / 40.5 19.6 / 21.9 17.8 / 19.6
Transformer[47] 17.5 / 18.7 8.5 / 9.0 6.6 / 7.8

Transformer + GCL[9] 35.6 / 36.7 17.8 / 18.3 16.6 / 18.1
Transformer + CaCao (ours) 34.8 / 36.9 19.3 / 20.1 18.8 / 19.1

V
G

-1
80

0 BGNN [33] 1.3 / 2.4 0.8 / 1.4 0.5 / 0.9
Motif [59] 1.7 / 2.6 0.9 / 1.9 0.6 / 1.1

Motif + IETrans [60] 5.1 / 8.4 3.6 / 5.2 3.1 / 4.3
Motif + CaCao (ours) 10.0 / 10.8 4.6 / 6.3 4.1 / 6.2

Table 2. Comparisons with our CaCao and other baseline methods
on large-scale SGG datasets.

Methods Datasets Predicate Classification
base R@50/100 novel R@50/100 total mR@50/100

Backbone w/o Epic [42]
VG 17.6 / 21.1 6.4 / 8.7 8.5 / 9.7

CaCao 17.4 / 20.4 7.2 / 9.2 8.1 / 10.4
VG+CaCao 17.5 / 20.9 11.2 / 15.8 13.6 / 17.7

A
bl

at
io

ns Epic
VG 22.6 / 27.2 7.4 / 9.7 10.3 / 12.6

CaCao 23.1 / 30.8 9.7 / 12.1 14.2 / 18.2
VG+CaCao 28.3 / 31.1 13.9 / 18.3 16.5 / 21.8

w/o text-aware prompt VG+CaCao 16.8 / 23.1 12.5 / 13.9 13.1 / 15.4
w/o vision-aware prompt VG+CaCao 18.5 / 24.9 10.1 / 12.7 11.2 / 14.1

Table 3. Performance (%) of our Epic and the backbone without
Epic for open-world settings on different datasets. VG denotes
the VG-50 dataset with the open-world split, VG+CaCao repre-
sents the enhanced dataset with our CaCao framework and CaCao
means only use CaCao’s predicates for unsupervised settings.

PredCls. Also, we obtain similar performance improve-
ments for SGCls and SGDet. Besides, we compare the ab-
lation methods which directly extract raw relation triplets
from captions (i.e. only Caption Relations in Tab. 1). No-
tably, our method Transformer+CaCao significantly sur-
passes the ablation method by 23.8% in mR@20 of Pred-
Cls, demonstrating that the gain power of CaCao is mainly

derived from linguistic knowledge in PLM instead of ex-
tra collected data. Conversely, the triplets directly extracted
from image captions are incomplete that only describe gen-
eral semantics or partial visual relationships.

Compared with other model-agnostic methods, our
CaCao outperforms all of them in both Tail-R@K and
mR@K. Specifically, CaCao exceeds the SOTA of data
enhancement models IETrans [60] for all three backbones
with consistent improvements as 3.9%, 5.8%, and 3.6%
on Tail-R@20 for PredCls and 0.7%, 2.1%, and 7.1% on
mR@20 for Predcls. It shows that our CaCao can gener-
ate high-quality informative predicates to mitigate the long-
tail distribution problem, which is conducive to fine-grained
scene graph generation. It is worth noting that even when
compared to SOTA methods of different model types, such
as FGPL [39], Motif+CaCao, VCTree+CaCao, and Trans-
former+CaCao still achieve significant improvements by
6.6%, 3.0%, and 8.7% on mR@20 for PredCls. Besides,
our CaCao can also integrate with one-stage methods (e.g.,
SSRCNN [49]) and achieve better performance.

Our method can distinguish fine-grained predicates
and achieve a large margin of improvements on these
predicate predictions. Notably, our modal-agnostic ap-
proach can also achieve competitive performance compared
with strong specific baselines (e.g., 43.7% v.s. 39.7% on
mR@100 for PredCls), demonstrating the superiority of our
proposed model. For an intuitive illustration of CaCao’s
discriminatory power among hard-to-distinguish predicates,
we visualize the PredCls results of fine-grained predicates
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as shown in Figure 4. We observe that Transformer+CaCao
obtains overall improvement on most predicates. One possi-
ble reason is that CaCao has been exposed to various infor-
mative predicates, strengthening its discriminatory power
against fine-grained predicates. Qualitatively, we further
visualize the prediction results of our Transformer+CaCao
compared with its baseline model Transformer [47], shown
in Figure 5. In the case of Transformer+CaCao, we observe
a substantial improvement in the predicted ratio for the cor-
rect predicate ‘flying in’ (8% → 40%). This result demon-
strates the capability of Transformer+CaCao to effectively
distinguish fine-grained predicates, as opposed to roughly
predicting head predicates (i.e., on, in).
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Figure 4. Diverse fine-grained predicates performance compar-
ison between base Transformer [47] and our enhanced Trans-
former+CaCao on the VG-50 dataset.

5.4. Generalization to Large-Scale SGG

Table 2 summarizes the results of our CaCao and other
baselines on large-scale datasets. Overall, our method can
successfully generalize to more challenging datasets. No-
tably, simply resampling (i.e. BGNN [33]) can not work
well in such exacerbated scenarios, where much more pred-
icates have less than 10 samples. In contrast, our CaCao
utilizes abundant corpus knowledge to balance diverse tail
predicates and surpasses other baselines for almost large-
scale SGG tasks. For quantitative comparison, our Ca-
Cao can obtain consistent improvement as 8.2%, 4.4%, and
5.1% on mR@100 for PredCls, SGCls, and SGDet in VG-
1800 and largely enhance the unbiased predictions in GQA-
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34%

hanging from flying in over on attached to other

hanging from
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15%
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68%

attached to

3%

other
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Figure 5. The prediction distribution of CaCao on the fine-grained
predicate ‘flying in’. The left pie chart shows the distribution by
Transformer [47] and the right pie chart shows the prediction dis-
tribution of various predicates by Transformer+CaCao.

200 (e.g., 11.9% improvement with Motif [59] and 11.7%
improvement with Transformer [47] on SGDet mR@100).

5.5. Expansibility to Open-World Predicate SGG

Inspired by the abundant fine-grained predicates pro-
duced by CaCao, we also validate our CaCao with Epic on
the open-world setting for the base, novel, and total Pred-
Cls tasks to show its expansibility to open-world predicate
scene graph generation. Since current SGG models cannot
solve this challenging task, we verify the performance of
CaCao and Epic by comparing them with the naive back-
bone and present the comparison results fully in Table 3.

Empirically, CaCao can bring out more informative
predicates for better generalization. With the help of diverse
predicates from CaCao, our Epic obtained a significant im-
provement of 9.6% on novel R@100 for PredCls, verify-
ing its effectiveness for challengeable open-world predicate
SGG. The CaCao and Epic not only improve the novel cate-
gories but also greatly improve the base categories on Pred-
Cls (28.3% / 31.1% v.s. 17.6% / 21.1%), indicating that
the entangled cross-modal prompt can provide general ben-
efit to the representation learning of predicates, rather than
merely an additional hint to the unseen predicates.

Surprisingly, even only using rich predicates generated
by CaCao, Epic still performs better than VG alone. It in-
dicates that predicates generated by CaCao are diverse and
contain richer information to help SGG models learn predi-
cate semantics for predicate generalization.

Methods Predicate Prediction Accuracy
ASCL TPT VPT A@1/10 ↑

1 Backbone % % % 0.08 / 0.21
2 w/o ASCL % ! ! 0.38 / 0.74
3 w/o TPT ! % ! 0.47 / 0.80
4 w/o VPT ! ! % 0.25 / 0.68
8 CaCao ! ! ! 0.74 / 0.92

Table 4. Ablation study on each module of our proposed CaCao
with predicate labels prediction accuracy (A@1/10) metrics.

5.6. In-depth Analysis

Visually-Prompted Language model. To deeply investi-
gate our CaCao, we further study the ablation variants of
different modules in Table 4. Specifically, we train the
following ablation models. 1) w/o ASCL: we remove the
Adaptive Semantic Cluster Loss (ASCL). 2) w/o TPT: we
remove the Textual Prompt (TPT) in prompt templates. 3)
w/o VPT: we remove the visually-prefixed Prompt (VPT).
We use Acc@1/10 as metric in Table 4 because it assesses
the prediction accuracy of predicates from CaCao equally.

The results of Row 2 indicate that adaptive semantic
cluster learning is crucial for diverse fine-grained predicate
prediction. Also, the results of Row 3 validate the impor-
tance of learnable prompts on textual semantic understand-
ing. Furthermore, Row 4 suggests that the main perfor-
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Figure 6. Visualization of base Transformer model [47], Transformer equipped with our CaCao framework for predicate enhancement and
our Epic equipped with CaCao framework for open-world predicate SGG.
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Figure 7. The influence of different proportions k% of boosted
predicates for different mR@K and tail-R@100 (red line).

mance gain comes from these visual semantics contained
in images (0.25 / 0.68 → 0.74 / 0.92).
Influence of k% Boosting Predicates. As shown in Fig-
ure 7, with the increase of k% boosting predicates, the mean
recall and the tail recall gradually increased in the form
of overall growth. The phenomenon indicates that predi-
cates enhanced by CaCao are all informative and consis-
tently bring enhancements to the existing SGG models.
Adaptive Semantic Cluster Learning. Since the quality
of clustering is critical for the adaptive prompt tuning in
CaCao, we further explore the effect of predicate cluster-
ing under different similarity threshold initialization on the
fine-grained predicates generation in Table 5. Here we use
A@1 as the ablation metric to clearly show the performance
of predicates generation. Our observations reveal that ex-
cessively low or high similarity thresholds can lead to a de-
crease in predicate prediction accuracy. The possible reason
is that too low similarity aggregate nearly all predicates into
the same cluster and too high similarity regards each pred-
icate individually may lead to incorrect clusters. Thus, we
set the appropriate threshold as 0.7 for ASCL and obtain the
optimal performance of 0.74 A@1 in CaCao.

Similarity threshold w/o ASCL 0.1 0.3 0.5 0.7 0.9

A@1 0.38 0.39 0.57 0.63 0.74 0.48

Table 5. The influence of different predicate similarity threshold
for cross-modal prompt tuning in CaCao.

Entangled Cross-Modal Prompts. We explore the ef-
fectiveness of the text-aware prompt and the vision-aware
prompt in Epic, shown in the last two lines of Table 3. We
gradually removed these entangled prompts and observed a

significant decrease in performance for both base and novel
classes without either prompt from another modality. These
findings suggest mutual hints between the two modalities
are necessary to extract associated linguistic semantics and
image features for open-world predicate learning.

Human Evaluation. A key element of effective SGG
boosting is to obtain high-quality data. Thus, we conduct
a human evaluation for automatic labels from CaCao and
find the radio of reasonable fine-grained predicates is 73%.
Please refer to Appendix D for more details.

Visualization Results. In Figure 6, we visualize the en-
hancement SGG benefits from CaCao compared with the
base scene graph and further present open-world predi-
cate SGG visualization results by CaCao+Epic, intuitively
illustrating the effectiveness of our proposed CaCao and
Epic. The examples (blue labels) in Figure 6 clearly show
that the Transformer+CaCao successfully generates more
fine-grained predicates than the Transformer, such as “car-
parked on-street” instead of “car-on-street”. In addition, we
find that with the help of CaCao and Epic, our model can
predict additional predicates (orange labels) and even pred-
icates of unseen categories (red labels), such as “building-
between-street” and “man-walk across-street”.

6. Conclusions

In this work, we propose an automatic boosting frame-
work CaCao that exploits linguistic knowledge from pre-
trained language models to enrich existing datasets in a low-
resource way. We tackle the long-tail issue of SGG with the
help of abundant informative predicates from CaCao and
generalize to open-world predicate learning with the entan-
gled cross-modal prompt design based on VL models. Our
extensive experiments on three datasets illustrate the sig-
nificant improvement of our CaCao on fine-grained scene
graph generation and open-world generalization capability.
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